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Abstract
I evaluate a bank's incentives to implement a risk sensitive regulatory cap-

ital rule and to invest in improved risk measurement. The decision making

is analyzed within a real options framework where optimal policies are de-

rived in terms of threshold levels of risk. I also evaluate the situation where

exercise or non-exercise of the options to implement or invest are signals

about the underlying quality of the loan portfolio. The framework is used

for a numerical evaluation of banks' decision of whether to use internal rat-

ing based models for credit risk (the IRB-approach) under the new Basel

accord (Basel II), where the dynamic behavior of risk is described by an

Ohrnstein-Uhlenbeck process. I discuss empirical implications of the evalu-

ation framework.
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1 Introduction

Authorities require that �nancial institutions hold a minimum level of capital1.

I study the situation where banks are given an option to select between two rules

for the computation of regulatory capital. The banks can continue to apply the

rule currently in use or switch to a new rule. The decision to switch to the new

rule is irreversible, i.e., banks have to use this rule both today and in the future.

The irreversibility is imposed by the authorities because they do not want that

banks shift back and forth between di�erent rules. The banks' decision situation

is as outlined in Figure 1. At a random time the regulator informs about the

option to apply a new risk sensitive regulatory rule. The new rule may only be

applied after having received approval from the regulator. The earliest date the

new rule may applied is tN . In order to get the approval from the regulator,

banks must have a risk measurement system of su�cient quality. Banks that do

not have such a system must develop the system in order to get the possibility to

introduce the new rule2. It takes a time period of ∆t(I) to develop an acceptable

system. A bank starting to develop the system at time t will therefore be able

to apply the new rule at time t + ∆t(I), provided that this date does not come

earlier than the earliest feasible date tN . The bank's decisions may be viewed

as the exercise or non-exercise of two options. The possibility to invest in an

acceptable system may be viewed as an option Z(I). If this option is exercised,

i.e., the investment is made, the bank receives the option to introduce the new

rule Z(N). The bank's decision problem is to select the date τI to exercise the

investment option and the date τN to implement the new rule.

A rule is here a function of characteristics on the underlying loan portfolio

yielding the regulatory capital. The analysis is inspired by the option given to

banks in the Basel accord (Basel II), see Basel Committee on Banking Supervi-

sion (2004). Banks can choose between a standard approach and an approach

based on internal rating based models (IRB) to compute regulatory capital for

credit risk. The latter alternative is more sensitive to changes in risk over time

than the �rst alternative. Within the Basel II framework, a bank using the stan-

dard approach may be seen as using the current rule, here comparable to the

1I adhere to the convention in the banking literature and use the term capital. For non-banks

it is customary to use the term equity.
2A risk measurement system is, of course, not only used for computing regulatory capital.

The system may also be used to improve earnings by discriminatory price setting based on

di�erences in risk levels.
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Figure 1: Decision sequence - implementation of new rule
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non-rating based rule.

The basic premise underlying the analysis is that there is a unique optimal

capital ratio. The optimal capital ratio is the highest of either regulatory capital

or the capital requirement imposed by outside stake holders. The concept of

such a capital requirement is similar to the one found on page 395 in Berger

et al. (1995), where a bank's market capital "requirement" is described as

".. the capital ratio that maximizes the value of the bank in the

absence of regulatory capital requirements (and all the regulatory

mechanisms that are used to enforce them), but in the presence of the

rest of the regulatory structure that protects the safety and soundness

of banks".

The implication is that the market value of the bank will decline if the the

bank has too much or too little capital. The introduction of the risk sensitive

rule may in
uence the bank in two ways. The �rst e�ect is reduced regulatory

capital. A reduction in regulatory capital will reduce the optimal capital ratio,

provided that the bank is constrained by the current rule. Because the decision

to use the new rule is irreversible, the bank must not only take into consideration
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the immediate change in optimal capital from the new rule, but also the future

development in the di�erence in regulatory capital between the old and the

new rule. The second e�ect is the signalling e�ect. In short, the signalling

e�ect re
ects changes in the capital requirement. The capital requirement is

changed by the market, possibly upon observing whether the bank switches to

the new rule. Under the Basel II rules the internal models are to be approved

by regulators. Regulators will only approve models if they are of a su�cient

standard. Such an approval may be a signal about the portfolio quality and

the quality of the management of the bank. If the bank does not introduce

the risk sensitive rule, i.e., does not get the regulator's approval, the external

stake holders may suspect that they in the future will face negative surprises

concerning losses on the bank's loan portfolio. If the bank does not introduce

the new rule, the optimal capital ratio may therefore increase.

The basic premise of a unique optimal capital ratio is not trivial from a

theoretical perspective. After all, if it was all the same which capital ratio the

owners of the bank decided on, the owners would be indi�erent when selecting

the regulatory capital and the level of the capital in general. All capital ratios

would be optimal. According to the result of Miller and Modigliani (M & M),

see Modigliani and Miller (1958), the choice of level of capital does not in
uence

the market value of the company ("the size of the pie"). Any change in the

level of capital will only cause a redistribution of value between equity and bond

holders (re
ecting changing "shares of the pie"). There will be no gain to the

shareholders from engaging in the activity of changing the capital ratio. If one

makes other assumptions than those in the M & M, there may be an optimal

capital ratio. Changing the capital ratio from a non-optimal to an optimal level

will then cause the value of the shareholders' holding to increase. This increase

may again be caused by an increase in the market value of the company, by a

redistribution of wealth from bond holders, or a combination of the two e�ects.

I will brie
y go through factors found in the literature causing the existence

of an optimal capital ratio. Costs of �nancial distress make it optimal to

avoid holding low levels of capital. Examples of such costs are bankruptcy costs

and the costs of foregone business opportunities due to outsiders' unwillingness

to conduct business with a company that may fail. Deadweight losses due to

bankruptcy and reorganization were mentioned by Modigliani and Miller (1958).

Taxes favor the use of debt. Interest payments are deductible in the company's

taxable income. Increasing the level of debt will therefore reduce the authorities

share of pro�t and leave more to the shareholders, see, e.g., Miller (1976). Trans-
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action costs are costs of raising capital. In the presence of transactions cost,

the arbitrage argument causing the M & M argument to hold may no longer be

strictly valid. Transaction costs also form the basis for the pecking-order model

of debt, see Myers (1984). According to this model, retained earnings are the

"cheapest" form of capital, followed by new debt and new equity. The capital

ratio will then vary over time with the di�erence between necessary investment

and internally generated funds. Several explanations for an optimal capital ratio

are based on the argument of asymmetric information. As an example, man-

agers of the bank may use the level of capital as a signal to �nancial markets

about the quality of banks' assets. In Ross (1977) there are two types of com-

panies. One company will have a higher �nal value than the other. The actual

type of a company is not known by the market. If the manager has information

about the true type, and with an appropriate incentive structure, the manager

will take on relatively more debt in the best type of company in order to max-

imize his own reward. The market will then price the two types of companies

di�erently. This signal causes an increase in the value of equity for the good

company. Another example of asymmetric information is the agency cost argu-

ment that increased debt will lead to increased operational e�ciency, see Jensen

(1986). A requirement to service debt will discipline the managers and induce

a more e�cient operation of the �rm. One argument applying speci�cally to

banks is the presence of a safety net for banks' depositors. The safety net refers

to the guarantee that authorities give to depositors for the safety of their bank

deposits. If the price that banks pay to the authorities for this guarantee is too

low relative to the actual risk, there is an incentive for banks to accept too much

deposits. For discussions of the capital ratio related to �nancial institutions in

particular, see, e.g. Berger et al. (1995) or Miller (1995). All the reasons men-

tioned above may, more or less, be present when a given bank is analyzed. An

optimal capital ratio may therefore be the result of a trade-o� between several

factors. Such a mixture of explanatory factors may therefore be present in the

analysis. This was, e.g., the approach taken by Fama and French (2002) when

they tested the pecking-order model against what they named a trade-o� model

of debt.

The evaluation framework presented in this paper is appropriate when an-

alyzing the decision making in banks that have the option to measure risk by

statistical methods. All major banks, as measured by size, belongs to this cat-

egory. The model is less relevant for banks that mainly perform relationship

lending. Relationship lending is based on "soft information", see, e.g., Berger
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and Udell (2002). Soft information is information that is hard to communicate

to others (Petersen and Rajan (2002)) or information that cannot be credibly

transmitted to others (Stein (2002)). Risk assessments based on soft information

are di�cult to quantify and to verify for a regulator.

This work adds to the literature covering the application of real options the-

ory in di�erent industries. Textbook treatment of optimal investment timing

for irreversible investments may, e.g., be found in Dixit and Pindyck (1994)

and Amram and Kulatilaka (1999). My work also contributes to the literature

concerning the consequences of a risk sensitive regulatory capital regime. In

particular, I describe how banks optimal policies depend on whether they are

constrained by the current rule, the reduction in regulatory capital obtained by

applying the new rule, and on possible changes in the market's capital require-

ment. Di�erent assumptions regarding this capital requirement in
uences the

optimal policies. I also explain how di�erent assumptions leads to di�erent pre-

dictions regarding changes in capital for implementing and non-implementing

banks. The micro perspective, where I focus on individual banks, complements

the macro perspective usually applied when analyzing �nancial stability issues

related to such regimes.

The paper is organized as follows. In the next section I present the model. In

section three I provide a numerical example. The main points are summarized

in the �nal section.

2 The model

Optimal capital ratio

The bank optimizes its capital under regulatory regime i according to the rule

γ
(i)∗
t = max(εt, γ

(i)

t
+ b), i ∈ {C, N}, (1)

where γ
(i)∗
t is the optimal capital, εt is the optimal capital ratio in absence of

capital regulation, γ(i)
t

is the regulatory capital under rule i, and b is the constant

bu�er capital held above the regulatory capital. The bank can either use the

current regulatory rule C or the new rule N . If the bank is constrained by the

regulatory rule, it will according to equation (1) select a capital ratio equal to

the regulatory capital with the addition of necessary bu�er capital. In this case

the bank would be willing to hold less capital in absence of capital regulation
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(εt < γ(i)
t

+ b). If the bank is unconstrained by the regulatory rule, the optimal

capital is equal to the unregulated optimal capital εt.

A regulatory capital rule i speci�es the lowest allowable capital ratio in a

bank at time t as a function of a state variable µt, and characteristics β of the

bank, i.e.,

γ(i)

t
= f i(µt, β), i ∈ {C, N}, β ∈ {βL, βH}. (2)

The state variable may be thought of as the level of risk in the portfolio, e.g., the

expected percentage credit losses on the underlying portfolio over a given future

time period. The bank's type β may be de�ned by whether or not the bank is

characterized by a high (H) or low (L) level of risk of large sudden losses (event

risk) in the loan portfolio.

With regulatory rule i it is optimal for the bank to hold capital equal to γ
(i)∗
t .

Any deviations from this optimal capital ratio will lead to a reduction in the


ow of bene�ts originating from the choice of capital ratio. This 
ow may be

interpreted as cash 
ow. When comparing optimal capital ratios under the old

and the new rule, I assume that the 
ow of bene�ts is higher for the rule giving

the lowest optimal capital ratio. The change in accumulated 
ow of bene�ts B

from a reduction in the actual capital ratio is given by

dBt = h
(
γ

(C)∗
t

)
dt− h

(
γ

(N)∗
t

)
dt, (3)

where h(.) is the rate of cash 
ow in
uenced by the change in optimal capital

ratio. If the capital ratio is not changed, there will be no changes in cash 
ow

(h(x)− h(x) = 0) and a decrease in the capital ratio will increase the cash 
ow

rate (h(x)− h(x′) > 0, x > x′).

Unregulated optimal capital

The unregulated optimal capital may be determined by the outside stake holders

in the bank and this capital requirement may also depend on the outsiders'

perception of the bank's type. Rating agencies and bond holders are examples

of outside stake holders that may in
uence the level of capital. The lowest bound

on capital in a bank of type β a rating agency is willing to accept to keep the

bank in a rating class, or, alternatively, the lowest level of capital a bond lender

is willing to accept before increasing the default risk component in the bond

rate, may actually correspond to the capital a bank would choose to hold in

absence of capital regulation. In this setting the bank will always prefer to hold
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as little capital as possible while maintaining the rating category or the default

component on the bond rate. I show a graphical exposition of this argument in

Figure 2.

I simplify the analysis by assuming that the outsiders may choose between

three di�erent capital levels at time t,

εt ∈ {εL, εM , εH}, εL ≤ εM ≤ εH . (4)

The outsiders will select the required capital that maximizes the expected utility,

ε∗t = arg max
εt

∑
β

pt(β)u(εt, β), β ∈ {βL, βH}, (5)

where pt(β) is the probability that the bank is of a speci�c type and u(·, ·)
is the utility function. One intuitive solution of (5) is that it is optimal to

select the highest level of capital if the outsiders believe the bank is of type βH

(pt(β = βH) = 1) and a low level of capital if it is of type βL (pt(β = βL) = 1).

If the outsiders are uncertain about the bank's type (pt(β) 6= 1, β ∈ {βL, βH}),
they will require a medium level of capital.

A banks’ optimal exercise strategies

The payo� from the option to implement the new rule at the exercise date equals

the value of increased cash 
ows, i.e.,

Z(N)
τN

= EQ
t

(∫ ∞

t

e−
R s

t rududBs

)
, τN = t , (6)

where EQ
t (·) is the expectation operator under the equivalent martingale measure

Q conditioned on information at time t, ru is the instantaneous risk free interest

rate at time u, and, dBs is the increase in cash 
ow given by equation (3)3.

The market value of option i at time t when exercised at a future time τi,

Z
(i),τi

t is then equal to

Z
(i),τi

t = EQ
t

(
e−

R τi
t rsdsZ(i)

τi

)
, i ∈ {I, N}, t ≤ τi , (7)

3Equation (6) is the standard way of writing pricing equations in the derivatives and contin-

gent claims literature. I assume that technical conditions hold. Another commonly used term

for the probability measure Q is a risk neutral probability measure.
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Figure 2: Unregulated optimal capital
The picture shows an example of how the outside capital requirement will determine

the unregulated optimal capital. The marginal bene�t rate from reducing the capital

ratio is shown as the line AA. Bond holders require a compensation for event risk

dependent on the perception of the type of bank and the actual capital ratio. For a type

β bank (β ∈ {βL, βH}), the bond holders will require a compensation equal to c2 if the

capital ratio is in the interval
[
εi, εi

〉
, i ∈ {L,H}. In the pictured case the lower bound

determines the unregulated optimal capital for the bank.
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where Z
(i)
τi is the payo� from option i when exercised. With admissible exercise

dates Ti, the market value at time t with the optimal exercise strategy is given

by

Z
(i)∗
t = sup

τi∈Ti

Z
(i),τi

t , i ∈ {I, N}, t ≤ τi . (8)

The payo� from the option to invest when exercised, i.e., when the investment

is made, is equal to the market value of the option to implement the new rule,

i.e., Z
(I)∗
τI = Z

(N)∗
t , where τI = t.

It is customary to express exercise policies in terms of threshold levels for
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the state variable µt. It is reasonable to assume that policies are such that the

exercise of the options are optimal when the risk level µt is equal to or lower than

a threshold level. Waiting, or non-exercise, will then be optimal at higher risk

levels. Lemma 1 gives su�cient conditions for the existence of such a threshold

for the implementation option in what I have termed the benchmark case. In

the benchmark case the unregulated optimal capital is a constant ε, the bank's

type β is known, and there are no implementation costs.

Lemma 1 (Threshold level for implementation). In order for the exercise of

the option in the benchmark example to be optimal for µt ≤ µ∗∗, and waiting

to be optimal otherwise, it is su�cient that

−h(γ(C)∗(µt)) + h(γ(N)∗(µt))

is a monotone increasing function of µt and that the cumulative distribution

function for

Z(I)∗(µt+dt)− Z(I)(µτI=t+dt)

shifts to the right when the state variable µt increases (�rst order stochastic

dominance).

Proof. See appendix.

Note that if h(·) is a non-decreasing function, the �rst condition of Lemma 1

will be satis�ed if the optimal capital ratio with rule C is a constant independent

of the risk level and if the capital with rule N is an increasing function of the

risk level.

Note that it will not be optimal for a bank in the benchmark example that is

constrained by rule C to implement the new rule if this leads to an immediate

increase in regulatory capital.

Proposition 1 (Condition of non-increasing regulatory capital for implementa-

tion). If the bank in the benchmark case is constrained by regulatory rule

C, it will only implement the new rule N if the new rule does not give an

immediate increase in regulatory capital.

Proof. See appendix.

Perfect Bayesian equilibrium in pure strategies

In order to analyze how banks may incorporate possible changes in outsiders'

capital requirement in its exercise strategies, I consider strategies satisfying a
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perfect Bayesian equilibrium in pure strategies4. I start with the implementation

game. In the implementation game it seems reasonable to assume that the bank's

true type is revealed if it uses the new regulatory rule. This means that for a bank

that has implemented the rule, the outsiders can observe the implementation

date τN and its type β from observing the minimum regulatory capital (given by

equation (2)). For a bank not having implemented the new rule, the outsiders

can observe at a given time t only that it has not exercised the implementation

option (τN > t).

Definition 1. A perfect Bayesian equilibrium of the signalling game for the

implementation of rule N is the triple {τN , εt, p(· | τN , γ(N)
t

)} such that

τ ∗N(β) ∈ sup
τN∈TN

Z
(N),τN
t (ε∗t , β), β ∈ {βL, βH}, (9)

ε∗t (τN , γ(N)

t
) ∈ arg max

εt

∑
β

p(β | τN , γ(N)

t
)u(εt, β), β ∈ {βL, βH}, (10)

and

pt(β | τN , γ(N)

t
) = pt(β)p(τN , γ(N)

t
| β)/

∑
β′∈β

p(β′)p(τN , γ(N)

t
| β′) (11)

if ∑
β′∈β

p(β′)p(τN , γ(N)

t
| β′) > 0. (12)

The equilibrium is such that the strategies are optimal for the the bank and

the outsiders given the beliefs. The beliefs are updated by using Bayes rule,

whenever possible, based on what the outsiders can observe.

I make the following assumptions:

a1 Existence of threshold levels. It is optimal for a bank of type β facing a no-

implementation capital requirement of εi to implement the new rule the

�rst time s that µs ≤ µ
i|β
s , i ∈ {L, M, H}, β ∈ {βL, βH}, s ≥ t̂. Note that t̂

is the earliest date the bank may introduce the new regulatory rule.

a2 Threshold levels are not decreasing as a function of increasing capital re-

quirement in case of no implementation. The threshold levels are such

that µ
L|β
s ≤ µ

M |β
s ≤ µ

H|β
s , i ∈ {L, H}, s ≥ t̂.

4With pure strategies the pricing equation (6) may be used directly. In the case of mixed

strategies it is necessary to specify whether the uncertainty related to the strategies requires risk

compensation.
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a3 The threshold level with a no-implementation capital requirement of εH is not

lower for a type βL bank than for a type βH bank, i.e., µ
H|βH

s ≤ µ
H|βL

s , s ≥ t̂.

Note that according to assumption a1 the bank faces a capital requirement of εi

at all future dates if it does not implement rule N. This in
uences the optimal

capital under rule C according to equation (1) and thereby also the bene�ts of

introducing rule N according to equation (3). Assumption a2 is based on the

argument that the new rule is risk sensitive and that the regulatory capital is

lower for lower risk levels. This means that the reducion in capital, and thereby

the value of cost savings, is increasing at lower risk levels.

Proposition 2 (Equilibrium for the implementation game). Assume that a1-a3

holds. Let t1 = min{s : µs ≤ µ
H|βL

s } and t2 = min{s : µs ≤ µ
H|βH

s }, s > t̂. Then

i)-iii) is a Perfect Bayesian equilibrium of the signalling game covering

implementation. If t̂ < t2 and t1 < t2, there will be a separating equilibrium

at time t1 when bank of type βL will implement and the bank of type βH will

not implement the new rule.

i) Banks' optimal exercise policy:

τ ∗N(β) = min{s : µs ≤ µH|β
s }, β ∈ {βL, βH}

ii) Outsiders' optimal capital requirement:

ε∗t (τN , γ(N)

t
) =


εM if τN > t, t < t1

εH if τN > t, t ≥ t1

εL if τN ≥ t, t ≥ t1 and f (N)(·, βL)

εH if τN ≥ t, t ≥ t1 and f (N)(·, βH)

(13)

iii) Beliefs: The ex ante probability that the bank is of type βH is q, 0 < q <

1. Probabilities of the type of bank conditioned on observing τN and

γ(N)
t

:

pt(β
H | τN , γ(N)

t
) =


∅ if τN > t, t < t1

1 if τN > t, t ≥ t1

0 if τN ≥ t, t ≥ t1 and f (N)(·, βL)

1 if τN ≥ t, t ≥ t1 and f (N)(·, βH)

(14)
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and

pt(β
L | τN , γ(N)

t
) =


∅ if τN > t, t < t1

1 if τN > t, t ≥ t1

1 if τN ≥ t, t ≥ t1 and f (N)(·, βL)

0 if τN ≥ t, t ≥ t1 and f (N)(·, βH)

(15)

Proof. See the appendix.

The intuition behind the separating equilibrium for the implementation game

is the following. It is optimal for the type βL bank to implement the new rule at a

higher risk level than the βH bank under the highest capital requirement εH . The

beliefs are such that a non-implementing bank is classi�ed as a type βH bank the

�rst time that it is optimal only for the type βL bank to implement. This will, of

course, be a separating equilibrium. Figure 3 shows the the two types' optimal

decisions for di�erent paths of the risk level. Proposition 2 o�ers an explanation

for why the capital may increase in banks that are not implementing a new

regulatory rule.

I now turn to the investment game. In this game the outsiders can only

observe the risk level and whether or not an investment has been made5.

Definition 2. A perfect Bayesian equilibrium of the signalling game for the

investment in improved risk measurement is the triple {τI , εt, p(· | τI)} such

that

τ ∗I (β) ∈ sup
τI∈TI

Z
(N),τI
t (ε∗t , β), β ∈ {βL, βH}, (16)

ε∗t (τI) ∈ arg max
εt

∑
β

p(β | τI)u(εt, β), β ∈ {βL, βH}, (17)

and

p(β | τI) = p(β)p(τI | β)/
∑
β′∈β

p(β′)p(τI | β′) (18)

5Banks may release press statements or give information in the annual accounts regarding

investments made to improve the risk measurement in order to satisfy the new regulatory rule.

Another indication of whether investments in improved risk measurement have taken place, is if

the bank starts giving detailed information about the risk in their loan portfolio. Implementation

of the new rule will be directly observable through the description of regulatory capital in the

bank's accounting reports
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Figure 3: The implementation decision
The bank of type β (β ∈ {βL, βH}) will implement the new rule provided that the state

variable is lower or equal to the threshold µH,β at time t, t ≥ t̂N . The �gure shows

three paths of the state variable µt, each with a di�erent starting point. In the situation

described by path A, neither type of bank will invest at time t̂N . At time t′ banks of

type βL will invest. The market will then know that the banks that did not invest are of

type βH , and the capital requirement for such banks is assigned to them. At time t′′′, the

banks of type βH will also implement the new rule. In the situation described by path

B, banks of type βL will immediately implement at time t̂N . The non-implementing

banks belongs to type βH . For path C, both types of banks will implement at the

earliest possible time. 
 
 
 
 
 
 
 
 
 
 

Timet ′′t ′

tμ  

HH βμ |
 

A 

B 

C 

Nt̂  

LH βμ |
 

t ′′′

if ∑
β′∈β

p(β′)p(τI | β′) > 0. (19)

In the implementation game the bank's type was revealed through the dis-

closure of the regulatory capital after the new rule had been implemented. A

bank would therefore get the capital requirement corresponding to its type after
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the exercise date. This is not necessarily the case for the investment game. I

make the following assumptions regarding the investment game, corresponding

to assumptions a1-a3 in the implementation game:

a4 Existence of threshold levels. For a bank facing a no-investment capital re-

quirement of εi if it does not invest and a capital requirement of εk if it

invests, it is optimal to invest the �rst time s that µs ≤ µ
{k,i}|β
s , {i, k} ∈

{L, M, H}, β ∈ {βL, βH}, s ≥ t̂. Note that the capital requirement that is

achieved if the bank invests may be changed in the following implementa-

tion game.

a5 Threshold levels are not decreasing as a function of increasing capital re-

quirement in case of no investment. The threshold levels are such that

µ
{i,L}|β
s ≤ µ

{i,M}|β
s ≤ µ

{i,H}|β
s , i ∈ {L, M, H}, β ∈ {βL, βH}, s ≥ t̂.

a6 The threshold level when banks face a no-investment capital requirement of

εH and a investment capital requirement of εL is higher for a type βL bank

than for a type βH bank, i.e., µ
{L,H}|βH

s < µ
{L,H}|βL

s .

Proposition 3 (Equilibrium for the investment game). Assume that a4-a6

holds. Let t1 = min{s : µs ≤ µ
{L,H}|βL

s } and t2 = min{s : µs ≤ µ
{L,H}|βH

s }, s ≥ t̂.

If t̂ < t2 then i)-iii) is a Perfect Bayesian equilibrium for the investment

game. It is a separating equilibrium at time t1 where only the type βL bank

invests.

i) Banks' optimal exercise policy:

τ ∗I (β) = min{s : µs ≤ µ{L,H}|β
s }, β ∈ {βL, βH}

ii) The outsiders' optimal capital requirement:

ε∗t (τI) =


εM if τI > t, t < t1

εH if τI > t, t ≥ t1

εL if τI ≥ t, τI = t1

εH if τI ≥ t, τI > t1

(20)

iii) Beliefs: The ex-ante probability that the bank is of type βH is q, 0 < q <

15



1. Probabilities of the type of bank conditioned on observing τI:

pt(β
H | τI) =


∅ if τI > t, t < t1

1 if τI > t, t ≥ t1

0 if τI ≥ t, τI = t1

1 if τI ≥ t, τI > t1

. (21)

Proof. See the appendix.

The intuition behind this equilibrium is the same as for equilibrium in the

implementation game. The bank not investing the �rst time it will be optimal

only for a type βL bank to invest is, according to the beliefs, a type βH bank.

Note that the investment threshold is such that the bank at this date will get

the highest capital requirement if it does not invest and the lowest if it invests.

If the risk level µt̂ is so low that both banks would invest in order to get an

immediate low capital requirement, there would be no separating equilibrium6.

This corresponds to the situation in Figure 4 where the risk level is below point

b. However, when the risk level is initially high (higher than point b in Figure 4),

Proposition 3 does explain why the capital requirement may increase for non-

investing banks. Note also that the proposition applies for the important cases

where only the bank of type βL will invest, i.e., when t2 = ∞.

3 Internal models for credit risk under Basel II

- numerical computations

Internal models and credit risk

Basel II allows for the use of internal models to measure credit risk and to use

the measured risk when computing regulatory capital. A short summary of the

Basel II rule is given in Appendix B. The rule requires that the probability of

default (PD) and loss given default (LGD) are speci�ed in order to compute

regulatory capital for a speci�c loan under the IRB approach.

In order to simplify the exposition I base my computation only on expected

percentage credit losses µt on an underlying portfolio. I extract the average

probability of default at time t from expected losses by dividing by the parameter

6A separating equilibrium may, however, exist in mixed strategies.

16



Figure 4: Investment decision
The �gure depicts the threshold levels for banks in terms of the state variable µt at time

t. The threshold investment level µ
{i,j}|β
t applies for a bank of type β facing a capital

requirement of i if it invests at time t and j if not. When µt > a neither type of bank

will invest. When b < µt ≤ a, the type βL-bank will invest. When c < µt ≤ b, both

types of banks would invest if they believed this would shift the capital requirement

from the high to the low one. If the bank believed that the investment decision would

not change the capital requirement, it would not invest. When d < µt ≤ c, only the type

βL-bank would invest if it believed that this would not change the capital requirement.
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LGD, i.e.,

PDt = max(0, min(1, µt/LGD)), 0 < LGD ≤ 1 . (22)

I consider the case where the instantaneous change in expected percentage credit

losses on the portfolio develops according to an Ohrnstein-Uhlenbeck process,

dµt = κ(θ − µt)dt + σdWt, (23)

where θ, κ, and σ are nonnegative constants and where dWt is the increment of

a standard Brownian motion. We interpret θ as the long term mean of expected

losses. The speed of reversion to the long run mean is captured by the parameter
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κ. The process (23) corrected for the price of risk is

dµt = κ(θ − λσ

κ
− µt)dt + σdW ∗

t , (24)

where W ∗
t is a Brownian motion under an equivalent martingale measure, and λ

is the price of risk related to unexpected changes in expected losses. The price

of risk equals the required compensation beyond the risk free interest rate (η−r)

per unit of risk σ, i.e.,

λ =
η − r

σ
. (25)

One procedure to determine the price of risk is to compute the required expected

return (η) on holding an asset in
uenced by the speci�c risk (σ) by applying the

CAPM, see, e.g., p. 115 in Dixit and Pindyck (1994) or Nordal (2001). I would

expect the prices of risk in (25) to be negative because it is likely that expected

losses (losses are measured as a positive number) are negatively correlated with

the return on the market portfolio. I may alternatively write (24) as

dµt = κ(θ∗ − µt)dt + σdW ∗
t , (26)

where θ∗ = (θ−λσ/κ), see, e.g., Bjerksund and Ekern (1995) or Schwartz (1997).

The e�ect of the correction for the price of risk is therefore to reduce (increase)

the "long term mean" if the price of risk is positive (negative).

Value and threshold levels

I build a trinomial tree for the state variable µt as in Hull and White (1994).

Table 1 shows the assumptions for the benchmark example. In the benchmark

example I do not di�er between types of banks. The unregulated optimal capital

is a constant ε equal to 5 per cent. I have used a risk free interest rate of 4 per

cent, a price λ per unit of risk in the development in expected losses of -1 per

cent, and a volatility of expected losses σ equal to 0.5 per cent. I have further

used a time step of 0.25 (quarters). The long run mean of expected losses in

the risky portfolio is 0.5 per cent. The long run mean under the risk neutral

probability is 0.51 per cent. The value of the new rule is found by using an

evaluation period of 50 years. For every node in the tree the present value of the

advantage of using the new rule instead of the old during the next time period
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Table 1: Parameter values used in the numerical example
Parameter Numerical value Description

∆t 0.25 time step

r 0.04 risk free interest rate

λ -0.01 price of risk

TN 10 time horizon for option to implement

TI 0 time horizon for option to invest

∆t(I) 0 lead time investment

I 0.15 investment in risk measurement

θ 0.005 long run mean

κ 0.23 speed of mean reversion

σ 0.005 volatility

LGD 0.45 loss given default

b 0.02 bu�er capital

ε 0.05 unregulated optimal capital

∆t is computed as7

Vt

(∫ t+∆t

t

e−r(s−t)
(
γ(C)∗(µs)− γ(N)∗(µs)

)
ds

)
≈ (1− e−r∆t

r
)
(
γ(C)∗(µt)− γ(N)∗(µt)

)
.

(27)

The regulatory capital is 8.0 per cent for loans under the current rule C. The

regulatory capital under the new rule is derived by using the IRB model in

Basel II with no reduction for small- and medium-sized entities, see Appendix

B. Figure 5 shows the regulatory capital for di�erent levels of expected losses.

The break even level of expected losses µt making the regulatory capital with

rule C equal to the regulatory capital with rule N is approximately 0.6 per cent.

This corresponds to a PD of approximately 1.3 per cent.

Figure 6 shows the value of the "immediate implementation" and the "option

to implement"- alternatives for di�erent levels of current expected losses µt. The

values decrease when current expected losses increase. I have also shown the val-

ues for di�erent levels of the parameter representing the force of mean reversion

κ. For expected loss levels above 1 per cent, a longer half life (weaker force

of mean reversion) means that the values of the "implement now"-alternatives

are reduced. The curves showing the values are becoming less sensitive to the

7This means that equation (3) is given by dBt = 1× γ
(C)∗
t dt− 1× γ

(N)∗
t dt.
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Figure 5: Current and new regulatory rule
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current level expected losses when the half life is reduced (i.e., the force of mean

reversion increases). With a strong force of mean reversion, the current risk level

means less for the value. The curves for the option to implement are generally

not so steep as the value of the immediate implementation alternative. With a

half life of 3 years the value of immediate implementation range from approxi-

mately 0.3 when expected losses are zero to approximately -0.2 when expected

losses are equal to eight per cent. The value of the option to implement range

from approximately 0.3 to 0.15. Figure 7 shows the value of immediate invest-

ment and the value of the option to invest. The schedule showing the value of

the "invest-now" alternative in Figure 7 is equal to the schedule showing the

"option to implement"-alternative in Figure 6 after the deduction of the invest-

ment expenditure of 0.15. The value of the "option to invest"-alternative is

approximately equal to the value of the "invest-now"-alternative, but the value

of the option is not negative.

In Figure 8 I show how the decision thresholds for implementation and in-

vestment are in
uenced by the force of mean reversion κ, volatility σ, and the

unregulated optimal capital ε. The options to invest or implement are exercised

if the risk level µt is equal to or lower than the threshold levels. The strength
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of mean reversion in
uences more the threshold level for investment than the

threshold level for implementation. For both decisions an increase in the half life

of the process decreases the decision threshold. Increased volatility reduces the

implementation threshold but increases the investment threshold. An increase in

volatility increases the long term mean θ∗ in equation (26) when the price of risk

is negative. This makes, ceteris paribus, the new rule less valuable. At low levels

of risk, where regulatory capital is bounded below by zero, a higher variance in

expected losses may increase the future expected regulatory capital. At higher

level of risk, the opposite will generally be true, i.e., that higher variance reduces

the expected regulatory capital8. A higher level of unregulated optimal capital

makes the new rule less valuable. A reduction in regulatory capital cannot be

exploited because the bank is bounded by the outsiders' capital requirement and

not by regulatory capital. When the outsiders' capital requirement becomes suf-

�ciently high, the value of the new rule will be negative. This will be the case

when the bank is not bounded by regulatory capital under rule C. By changing

to rule N , the bank may risk to hold even more capital if it becomes constrained

by rule N .

To see how the presence of two types of banks may in
uence the investment

thresholds, I study the case where the bank in the benchmark example is the βL

bank. The βH bank will get 1 per cent higher regulatory capital with the new

rule compared to the βL bank. The implementation threshold for the βL bank

for di�erent assumptions about the capital requirement for the βH bank, εH , is

shown in the �rst part of Figure 9. The capital requirement will only in
uence

the implementation threshold when the classi�cation as a βH bank will increase

the optimal capital under rule C. This happens when εH is higher than 10 per

cent.

The βH bank will not invest in improved risk measurement9. The investment

threshold for the type βL bank will not be in
uenced when εH is equal to or lower

than 10 per cent. When the required capital is higher than 10 per cent, however,

the bank may avoid an increase in capital by investing. Consider the case when

εH is equal to 11 per cent. If the bank procrastinates and invests later, it will

anyway need to live with a capital requirement of 11 per cent (Proposition 3)

until it implements rule N and reveals its true type (Proposition 2). The value of

8By Jensen's inequality we know that E(f(x)) ≤ f(E(x)) if f(·) is a concave function. The

regulatory rule N is a concave function of the risk level µt.
9Computations not reported here show that the value of investing in risk measurement is

negative
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this reduced capital requirement until implementation10 is shown in the second

part of Figure 9. When taking into account the value of avoiding an increase in

required capital, the type βL bank will always prefer to invest.

Figure 6: Implementation decision: Exercise and option values for the bench-

mark example 
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10The value is computed by discounting the 
ow following an increase in capital of one per cent

with the risk free interest rate under the Q measure. This 
ow will continue for the investment

period of 1 year. It will also continue after one year as long as the state variable µt has not been

lower than the implementation threshold of approximately 0.5 per cent. The pricing of this 
ow

following the temporary increase in capital is comparable to the pricing of a "down-and-out"

option.
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Figure 7: Investment decision: Exercise and option values for the benchmark

example
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Figure 8: Decision thresholds for the benchmark example
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Figure 9: Two types of banks: Threshold levels and value
The �rst picture shows the investment and implementation thresholds for a type βL bank

as a function of the unregulated optimal capital εH that will apply when, respectively,

the investment is not made or the rule is not implemented. When εH is higher than

0.1, the bank will always prefer investing to waiting. Investing leads to the avoidance

of an increase in unregulated optimal capital for the time period from investment until

implementation of the new rule. The value of avoiding this temporary increase in capital

is shown in the second picture for the case when εH is equal to 0.11.
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4 Summary

I have analyzed banks' incentives to introduce a risk sensitive rule for regulatory

capital. The underlying premise is that banks prefer to have as little capital as

possible, but that markets, or outside stake holders, put requirements on how

much capital the banks should hold. Banks' optimal policies will depend on

whether they are constrained by the current rule, the reduction in regulatory

capital obtained by applying the new rule, and on possible changes in the mar-

ket's capital requirement. I explain how di�erent assumptions regarding this

capital requirement in
uences the optimal policies. I also explain how di�erent

assumptions leads to di�erent predictions regarding changes in capital for im-

plementing and non-implementing banks. The framework presented here may

be used to evaluate banks' decision making in situations where banks are given

an option to irreversibly select between a set of regulatory rules.
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A Proofs

Lemma 1

Proof. The proof follows the same arguments as those on page 128 in Dixit and

Pindyck (1994). The optimal policy is derived from the Bellman equation

F (µt) = max
(
B(µt),E

Q
t (F (µt+dt)) e−rtdt

)
, (28)

where the value function F (µt) is equal to the market value of the implementation

option. The present value of the cost reduction if rule N is implemented at time

t is B(µt). If the rule is not implemented, the bank gets the present value of

the option value at time t + dt. Exercise is optimal if the exercise value is larger

than the continuation value. We may rewrite (28) as

F (µt)−B(µt) = max(0,−h(γ(C)∗(µt)dt + h(γ(N)∗(µt)dt + (29)

EQ
t (F (µt+dt)−B(µt+dt)) e−rtdt).

The LHS of (29) is a nonnegative number. In order for the implementation of

rule N to be optimal only if µt ≤ µ∗∗, it is su�cient that

1. −h(γ(C)∗(µt) + h(γ(N)∗(µt) is an increasing function of µt, and

2. the cumulative probability distribution of (F (µt+dt) + B(µt+dt)) shifts to

the right when µt increases. This means that there is �rst order stochastic

dominance.

Proposition 1

Proof. The result follows directly from equation (29). Continuation is only

optimal if the continuation value is larger than zero. Because

EQ
t (F (µt+dt)−B(µt+dt)) e−rtdt)

is nonnegative, the optimal capital ratio with rule N cannot be larger than with

rule C if stopping (exercise of the option) is optimal. Because of the assumptions

in the benchmark example and the assumption that the bank is constrained by

rule C, it is only an increase in regulatory capital that may cause an increase in

the optimal capital ratio if rule N is implemented.
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Proposition 2

Proof. Consider the case when the state variable has been below the threshold

level for the type βL-bank, but the bank has not implemented the new rule. The

probability that the bank is a type βH-bank is then

pt(β
H | τN > t, t ≥ t1) =

p(βH)p(τN > t, t ≥ t1 | βH)

p(βH)p(τN > t, t ≥ t1 | βH) + p(βL)p(τN > t, t ≥ t1 | βL)

=
q × 1

q × 1 + (1− q)× 0
= 1.

Note that the regulatory capital under rule N did not enter the Bayesian up-

dating formula in this case, because it is unobservable for the outsiders. Part iii)

of the proposition contains all the conditional probabilities necessary to compute

the ex-post probabilities, wherever this is possible.

The outsiders' payo� function is, by assumption, maximized by selecting

εH if the probability of a type βH-bank is equal to one, by selecting εL if the

probability of a type βL-bank is equal to one, and, by selecting εM otherwise.

According to assumption a1, it is optimal for the bank to implement the new

rule the �rst time that the state variable is below the threshold level. By using

assumption a2 and the beliefs, the highest threshold level µ
H|β
t will apply. By

assumption a3, it will never be optimal for bank of type βH to implement before

the type βL-bank (this implies that t1 ≤ t2). If t1 < t2, it will be optimal for

bank βL only (and not for bank βH to implement the rule at time t1. This is a

separating equilibrium. Note that t1 < t2 only if the threshold level is strictly

lower for the βH-bank and t̂ < t2.

Proposition 3

Proof. Part iii) of the proposition contains the conditional probabilities neces-

sary to compute the ex-post probabilities for the type of bank, whenever this is

possible. By assumption, the outsiders' payo� function is maximized by select-

ing εH if the probability of a type βH-bank is equal to one, by selecting εL if the

probability of a type βL-bank is equal to one, and, by selecting εM otherwise.

By assumption a4 it is optimal for the bank to invest the �rst time the

risk level is equal to or below the threshold level. Assumption a5 secures that

the highest threshold level is for the case when investment leads to εL and no
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investment leads to εH . According to assumption a6, this threshold level is

strictly higher for type βL banks than for type βH banks. If the state variable

µt is higher than the threshold level for the type βH bank at the start of the

game (t̂ < t2), the bank's optimal investment policy follows directly from the

threshold levels.

B Capital adequacy regulation

The weighted capital ratio at time t, γt, is given by

γt =
St∑

i w
i
tA

(i)
t

, (30)

where St is capital, A
(i)
t is the loan in category i, wi

t is a weight for loan in asset

category i. Under the Basel II rules, see Basel Committee on Banking Supervi-

sion (2004) a bank can choose between three alternatives regarding credit risk;

the standardized approach, the Internal rating based (IRB) foundation approach,

and the IRB advanced approach. Under the standardized approach the weights

are constants. Under the IRB approaches the weights are computed based on

estimates of probabilities of default (PD) and expected loss given default (LGD).

With the IRB foundation approach it is assumed that the loss given default is

45 per cent of the exposure. Under the IRB advanced approach, the bank also

uses own estimates for LGD.

The procedure to compute the necessary capital under the IRB approach

involves several steps. First the required capital S per unit of currency (corre-

sponding to the risk weight per one unit of a loan) is computed according to the

formula

S = [LGD N(d)− LGD PD)]
1 + (M − 2.5)b

1− 1.5b
, (31)

where

d =

(
1

1−R

)0.5

N−1(PD) +

(
R

1−R

)0.5

N−1(0.999), (32)

M is the e�ective maturity, and N(·) is the cumulative normal standard distrib-

ution. The maturity adjustment factor b is

b = (0.11852− 0.05478 ln(PD))2 . (33)
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The correlation factor R is11

R = 0.12

(
1− e−50PD

1− e−50

)
+ 0.24

(
1− 1− e−50PD

1− e−50PD

)
. (34)

The correlation factor RSME for small- and medium-sized entities (SME) is given

by the formula

RSME = R− 0.04

(
1− s− 5

45

)
, 5 ≤ s ≤ 50, (35)

where R is given by (34) and s is total annual sales.

Risk weighted assets RWA are computed according to the formula

RWA = S12.5EAD, (36)

where EAD is exposure at default measured in units of currency.

11For residential mortgage exposures R = 0.15 and

S = [LGD N(d)− LGD PD)],

where d is given by (32).
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