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Abstract

The most popular simplerulesfor the interest rate, due to Taylor (1993a) and Henderson and McKibbin
(1993), are both meant to inform monetary policy in economiesthat are closed. On the other hand, their
main open economy alternative, i.e. Ball’s (1999) rule based on a Monetary Conditions Index (MCI), may
perform poorly in the face of specific types of exchange rate shocks and thus cannot offer guidance for
the day-to-day conduct of monetary policy. In this paper we specify and evaluate a comprehensive set of
simple monetary policy rulesthat are suitable for small open economiesin general, and for the UK in
particular. We do so by examining the performance of a battery of simplerules, including the familiar
Taylor and Henderson and McKibbin rules and MCl-based rulesalaBall. This entails comparing the
asymptotic properties of atwo-sector open-economy dynamic stochastic general equilibrium model
calibrated on UK dataunder different rules. We find that an inflation forecast based rule ('IFB’), i.e. arule
that reacts to deviations of expected inflation from target isagood simplerulein this respect, when the
horizon is adequately chosen. Adding a separate response to the level of the real exchange rate
(contemporaneous and lagged) appears to reduce the difference in adjustment between output gapsin
the two sectors of the economy, but thisimprovement is only marginal. Importantly, an IFB rule, with or
without exchange rate adjustment, appears robust to different shocks, contrary to naive or Ball’s MClI-
based rules.
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1. I ntroduction

The literature on smple rules for monetary policy isvast.' It contains theoretical research
comparing rules that respond to aternative intermediate and final targets, backward- and
forward-looking rules, and findly, ruleswhich include or exclude interest rate smoothing
terms. It aso contains work on historical estimates of monetary policy rules for various
countries.

However, the literature does not contain a thorough andlysis of smple rules for open
economies, i.e. for economies where the exchange rate channel of monetary policy plays an
important role in the tranamission mechanism. The most popular smple rules for the interest
rate % dueto Taylor (1993a) and Henderson and McKibbin (1993) % for example, were
both designed for the United States and, thus, on the assumption that the economy is closed.
And the main open economy aternatives, (for example, the rule by Ball (1999) based on a
Monetary Conditions Index (MCI)), may perform poorly in the face of specific types of
exchange rate shocks and thus cannot offer guidance for the day-to-day conduct of monetary
policy. So at present we only have a choice of ignoring the exchange rate channel of
monetary transmission completely (Taylor, Henderson and McKibbin) or including itinan ad
hoc way that may not dways prove right (M Cl-based rules).

In this paper we specify and evauate afamily of smple monetary policy rules that may
gabilize inflation and output in small open economies a alower socid cogt than exiging rules.
These rules parsmonioudy modify dternative closed- or open-economy rulesto analyse
different ways of explicitly accounting for the exchange rate channd of monetary transmission.
We compare the performance of these rulesto that of a battery of aternative rules when the
model economy is buffeted by various shocks. The dternatives we consider include the
Taylor and Henderson and McKibbin closed-economy rules, naive M Cl-based rules as well
as Bal’s MCl-based rule, and inflation forecast-based rules. Some of the rules in the family
we consider appear to be robust across a set of different shocks, including shocks to the
domestic economy emanating from the rest of theworld. Thisisin contrast to closed-
economy riva smple rules, which ignore the exchange rate channd of monetary transmission,
and naive or Bdl’s MCl-based rules, the performance of which can be highly shock-specific.

To test the rules, we stylise the economy ¥ that we calibrate to UK data % as a two-sector
open-economy dynamic stochastic general equilibrium mode. The export/non-traded sector
Fplit isimportant because it dlows us to discern different impacts of the same shock on output
and inflation in the two sectors. Identification of sectora inflation and output dynamicsisa
key element on which to base the design of efficient policy rules. More generdly, it dso
makesit possble for the monetary authority to consider the costs of price stabilization on
each sector of the economy.

Becauseit istheoreticdly derived on the assumption that consumers maximise utility and firms
maximise profits, the model has arich structurd specification. This enables us to contemplate
shocks that could not be andysed in less structural or reduced form small macro-models.

! See Bryant et al (1993) and Taylor (ed.) (1999).



In particular, with our model, we can examine the implications of shocks to aggregate demand
such as a shock to households' preferences, or a shock to the rest of the world’ sincome. On
the supply side, we can consider shocks oversess inflation. We can andyse the impact of a
relative productivity shock on the two sectors and investigate how this affects the redl
exchange rate by dtering the price of the non- tradables relative to export goods. We can aso
look &t the effects of achangein the price of imported intermediate goods. We can examine
the effects of shocks to the foreign exchange risk premium. Findly, we can look at the
implications of amonetary policy shock, both home and abroad.

The ability to examine dl these different shocks is important when comparing dternative
policy rulesfor an open economy, because the efficient policy response to changesin the
exchange rate will typicaly depend on what shock has hit the economy %4 with different
shocks sometimes requiring opposite responses. For this purpose our small economy genera
equilibrium modd is aufficient. A two-country modd would enable usto look at these same
shocks, but we believe the small-economy assumption is more redlitic for the UK.

In short, thismodd iswell suited to our andysis for three reasons. Firdt it isa structurd,
theoretically based modd. The Structurd nature of the mode isimportant because it implies
that our policy andysis (i.e. comparison of different rules'regimes) is less subject to the Lucas
critique than a more reduced-form model. Second, it offers amore disaggregated picture of
the economy than many exising modds. Thisalows usto identify the different dynamics of
output and inflation after ashock % avauable input to the efficient design of rules. Third,
becauseit is structurd and built from micro-principles, it alows usto consider shocks (such
as preference or reative productivity shocks) which are key for the design of arule meant to
be a‘horsefor dl courses in an open economy setting.

The rest of the paper is organised asfollows. 1n section 2 we lay out the mode that we
employ throughout and describe its steedy State properties. The solution and cdibration of
the modd are discussed in section 3. In section 4 we study some properties of themodd. In
section 5 we specify afamily of open-economy simple rules and present results comparing the
stabilisation properties of these rules againgt those of a battery of dternative smplerules, in
the face of various disturbances. Findly, section 6 concludes. The Technical Appendix
contains further details about the mode’ s non-linear and log-linear specifications.

2. A two-sector open-economy optimising model

The model we useisacdibrated sochastic dynamic generd equilibrium modd of the UK
economy with a sectoral split between exported and non-traded goods. Its specification
draws on the literature on open-economy optimising models by Svensson and van
Wijnbergen (1989), Correia, Neves and Rebelo (1994), Obstfeld and Rogoff (1996), and
more recent work by McCalum and Nelson (1999). In this sense, the modd is close in spirit
to anumber of open-economy models developed at or after the time of writing by Monacdlli
(1999), Gdi and Monacdlli (1999), Ghironi (2000), Smets and Wouters (2000), Benigno and
Benigno (2000) and Devereux and Engle (2000). However, it extends upon al of these,
individualy (and other closed-economy optimisng models), by introducing severd novel
features that are described in detail below.



The modd describes an economy that is‘smal’ with respect to the rest of the world. In
practice, this means that the supply of domestically produced traded goods does not affect
the price of these goods internationdly. It aso means that the price of imported foreign

goods, foreign interest rates and foreign income are exogenous in this mode, rather than being
endogenoudy determined in the internationd capita and goods markets, as would happenin a
multiple-country, global-economy modd. This assumption considerably smplifies our
andysis, and because we are not interested here in studying either the transmission of
economic shocks across countries or issues of policy interdependence, it comes at arelaively
smal price.

Aswe are interested in evaluating dternative monetary policy rules, we specify monetary
policy within the modd as arule for the nomind interest rate (the policy insrument). We look
at dternative rulesin order to see whether responding to some ‘ open-economy’ variables
such as the exchange rate or the balance of trade can improve the stabilisation properties of
rules designed for a closed economy context.

2.1  Household preferences and government policy

The economy is populated by a continuum of households of unit mass. Each household is
infinitdy lived and has identica preferences defined over consumption of abasket of (find)
imported and non-traded goods, leisure and readl money balances at every date. Households
differ in one respect: they supply differentiated labour servicesto firms. Preferences are
additively log-separable and imply that household jT (0,1) maximises

e
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where0< b <1; d, c and e arerestricted to be positive and E, denotes the expectation
based on the information set available at time zero. In equetion (1), ¢, (j) istotd timet real

consumption of household j, n, isawhite noise shock to preferences %2 essentialy a demand
shock, described in more detail in sections 3 and 4 % and h, (j) is labour supplied to market
activities, expressed as afraction of the total time available. Sotheterm (1- h,(])) captures
the utility of time spent outsde work. Thelast term W, (j)/ R represents the flow of
transaction-facilitating services yielded by real money baances during timet (more on this
later). Hence here, asin the standard Sidrauski-Brock model, money enters the model by
featuring directly in the utility function.

9
2

In addition, since x 1 [0,1), preferences over consumption exhibit habit formation, with the

functiond form used in (1) Smilar to that of Carrol et al. (1995) and Fuhrer (2000). This
implies that preferences are not time-separable in consumption, so that households' utility
depends not only on the level of consumption in each period, but dso on their leve inthe
previous period.

Tota consumption is obtained by aggregating the consumption of imported and non-traded
goods ¢, , and ¢, viathe geometric combination ¢, =cﬁA’tCE§ ,wheregl (0,1). Here
¢y, and c, , represent imported and non-traded goods purchased by the consumer from

4



retailersat prices B, , and B, respectively. It is easily shown that the consumption-based
P Pus

g°(L- g)*?
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price deflator isgivenby P, =

Households have access to a state contingent bond market. Bond b(s) in thismarket is
priced in units of consumption, has price r(s) in period t, and pays one unit of consumption in
state sin period t+1. In practice, this means that househol ds within the domestic economy
can insure themsdves perfectly againg idiosyncratic shocks. In equilibrium, consumption and
real money baances are equa across households. So households differ only because labour
supply varies across the population.

In addition to this bond market, each household can aso access a domestic and aforeign
nomina government bond market at interest ratesi and i, , respectively. For the time being,

we assume that both kinds of bond are riskless, but we investigate dternative assumptions
later (see sub-section 2.4). Money isintroduced into the economy by the government.

Under Ricardian equivaence, we can assume without loss of generdity a zero net supply of
domestic bonds. Then the public sector budget constraint requires that al the revenue
associated with money creation must be returned to the private sector in the form of net lump-
sum transfers in each period:

Mt_Mt-lth-tt (2)

where M, isend-of-period t nomina money balances, T, isanominad lump-sum transfer

received from the home government at the start of period t and t, isalump sum tax levied on
consumers. For amplicity we assume the tax is constant at its steady dtate level.

The household' s dynamic budget congtraint in each period is given by equations (3) and (4)
below. Equation (3) describesthe evolution of nomind wedth. Equation (4) definesthe
nomina balances available to consumersto spend at timet. This reflects the assumption that
consumers participate in the financid markets before spending money on goods and services.
As suggested by Carlstrom and Fuerst (1999), entering money balances as defined in (4) in
the utility function, gives a better measure of period utility; one in which we account
exclusvely for the services of balances that are actualy available to households when
spending decisions are taken.

2 Formally, P, defines the minimum cost of financing a unit of consumption, c.. See Obstfeld and Rogoff
(1996, pp) for asimple example.
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where M, isnomind money balancesa timet - 1, B_,(j) and B, ,(j) aetimet-1
holdings of domestic and foreign bonds, respectively and D, are lump sum dividends from

shares held in (domestic) firms. Household j’ s holdings of (Sate contingent) bond by(s) are
b(sj). With e we denote the nomina exchange rate, expressing domestic currency in terms

of units of foreign currency.® Findly, W, (j) isthe nomina wage rate received by householdj.

Because each household supplies differentiated |abour services, it has some market power
over the wage rate. So we assume that household j chooses ¢, (j), B,.,(j), B;..(j),

W, (j), M,(j) and b(s;) to maximise (1) subject to (3) and (4). The choice of wage W(j)
isdiscussed in section 2.3.2.

2.2  Technology and market structure
This sub-section describes the supply side of the economy by sector.

We assume that in our economy there are two kinds of producing firms. non-traded goods
producers and export producers. By definition, non-traded goods are only consumed
domestically, while we assume that exports produced at home are consumed only abroad.
To produce, the exports and non-traded goods producers buy intermediate non-labour inputs
for production (labour is purchased domestically from the households) from a group of
‘imported intermediate input retallers . Since consumers dso purchase ther find imports and
non-traded goods via ‘retailers , the economy has atota of three groups of retailing firms:
imported intermediates retailers, non-traded good retallers and find importsretailers. Finaly,
both fina imports retailers and imported intermediates retallers originaly purchase their *input’
from agroup of ‘importers, who in turn, acquire goods from the world markets. There are
two types of importers, one for each import. We refer to the first group as ‘fina goods
importers and to the second group as ‘ intermediate inputs importers .

Chart 1 depicts the goods market structure of the mode!.

¥ So that an increase in e represents an appreciation of the domestic currency.
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Chart 1: Goods Markets Structure

Non-Traded Final Imports
Goods Retailers
Retailers
A
Exports Non-Traded
Producers Goods
Producers

Importers of
Importers of Final Goods

Intermediates

This seemingly complicated representation of the supply sde is desirable because, aswe
discuss later (sub-section 2.4) enables usto eadly introduce nomind rigidities, which are
essentid for monetary policy to affect red variablesin the economy. In what follows, we
describe each sector in turn, starting from the non-traded goods sector. By ‘sector’ we
mean alarger group of firms, which includes producers and retallers operating in the market
of the same good. The behaviour of the two groups of ‘importers’ is described in the ‘Find
Imports Sector’ and in the ‘ Intermediate Goods Sector’ sub-sections, rather than in separate
sub-sections. Next, we discuss the way in which the labour market is organised (sub-section
2.2.5), and then we focus more specificaly on price and wage setting behaviour (sub-section
2.3).



2.2.1 Non-traded goods sector

We assume that non-traded goods retailers are perfectly competitive. These retailers
purchase differentiated goods from a unit continuum of monopoligtically competitive non-
traded goods producers and combine them using a CES technology:

21 \l+qN

e u
Y = 60w (K)'4 " dkg ©)
€o a

Profit maximisation implies that the demand for non-traded goods from producer ki (0,1) is
given by

Y (K) =&———2  yy, (6)

where P, , (k) isthe price of the non-traded good set by firm k. The assumption of perfect
competition impliesthat retailers  profits are zero. This requires that:

-Oy

él\ -1/q u
Put = 80P (k) dkg (7)
€o a

Producers of non-traded goods use a Cobb-Douglas technology with inputs of an
intermediate good (1) and labour (h):

Yoo (K) = Ay (K 1 ()2 (8)

Non-traded goods producers are price takers in factor markets and purchase inputs from
imported intermediates retailers (more on this later). So non-traded goods producers choose
factor demands and a pricing rule (discussed in section 2.3) subject to technology (5) and
demand function (6).

2.2.2 EXport sector
The export sector produces using a Cobb-Douglas technology:
Yo = Al ©)

where A, , isaproductivity shock. We assume that production is efficient in the export
sector, i.e.that margina cost isequd to price in equilibrium.



We assume that the scale of exports is determined by a downward doping demand curve:

®P, 5"
X = t i('ti b ’ 10
¢ g P Vi (10)

where B’ isthe exogenous foreign currency price of exportsand y, , isexogenous world

income.* Thisis the same formulation of export demand as McCallum and Nelson (1999).
The exogenous foreign price of exportsisthe same as the exogenous foreign currency price of
imports used in equetion (14) below. This smplification reduces the number of exogenous
shock processes in the model .

2.2.3 Intermediate goods sector

Intermediate goods are sold to export and non-traded producers by retail firms that operate
in the same way as the firms which retail fina imports and non-traded goods to consumers.
These ‘imported intermediate retailers purchase inputs from ‘intermediate goods importers
who buy a homogenous intermediate good in the international markets and then costlesdy
transform it into a differentiated good that they sl to retalers. Thisyiddsanomind profit for
firmk of:

¢ P
D (k)= éP (k) - —UYit (k) (11)
e &0
_a&h (ko . . : . .
where y, (k) = 5+ Y, asinprevious sectionsand B, ; isthe exogenous foreign
It g

currency price of the intermediate good. The firm chooses a pricing rule (discussed in sub-
section 2.3) to maximise the discounted future flow of red profits.

2.2.4 Final imports sector

We assume that retailers of find imports are perfectly competitive, purchase differentiated
imports from ‘find goods importers and combine them using a technology anaogous to that
used by non-traded retailers. Following the analysis of section 2.2.1 we get:

+qm

&P, (g™

Pu ¢ g

Yu ¢ (k) =

(12)

yM t

* Note that firms in the export sector cannot exploit the downward sloping demand curve if the price
elasticity of demand islessthan unity, as we assumein the model.

® Thisisimportant because, as discussed in section 3, every exogenous foreign currency price must be
deflated by anumeraire foreign price for the system of exogenous shocks to have stable properties (in
terms of our model).
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Asfor intermediate imported goods, fina imported goods are purchased from world markets
by importers who buy a homogenous find good from overseas and costlesdy convert it into a
differentiated good.? Nomina profits for these importersin period t are then given by

é P U
Dy (K) = ePM,t B _tl;\lyM (k) (14)
é & a

where P" isthe exogenous foreign currency price of theimported good. Firms choosea

pricing rule (discussed in section 2.3) to maximise the discounted flow of redl profits subject
to demand (12).

2.2.5 Labour market

Asdiscussed in section 2.1, households set the nomina wage that must be paid for their
differentiated labour services. We assume that a perfectly competitive firm combines these
labour servicesinto a homogenous labour input that is sold to producers in the non-traded
and export sector. This set-up follows Erceg, Henderson and Levin (2000) and relies on an
aggregation technology analogous to those discussed in previous sections:

< 1+0yy

e u
: = &g (J)“(“‘*W)ng (15)
& a

Thisimplies alabour demand function for household j’ s labour of the form:

1+qy,

AV (j)O

h(j)= = h. 16
(1) Wb (16)

Households take the |abour demand curve (16) into account when setting their wages, as
discussed in the next section.

® Intuitively, this can be thought of as‘branding’ a product.
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2.3 Price and wage stting

Aswe have anticipated, the supply-side structure described in section 2.2 fecilitates the
introduction of nomind rigiditiesin the gpecification of our mode economy. Our intent isin
fact to assume that in both goods and labour markets prices are sticky in the sense of Cavo
(1983).” Below we discuss what thisimplies for the pricing decisons facing different
economic agents, starting with the pricing decisions of non-traded goods producers.

2.3.1 Pricesetting

We assume that the non-traded goods producers solve the following optimisation problem:

& 1+p)° Py, (K
maxEta(be)Sstg( P)"Pr ()

s=0

- Vt+s 3/N ,t+s(k)
t+s 4]

A+an)

. &H1+p)° Ry (O
SijeCttO yN,t+s(k):é = H

K N,t+s
PN Jt+s 7]

wheref  isthe probability that the firm cannot changeits pricein agiven period, and L, isthe
consumer’ sred margind utility of consumption. The steedy Sate grossinflation rateis (1+p)
and prices are indexed at the steady State rate of inflation. So when afirm setsaprice at date
t, the price automaticaly rises by p% next period if the firm does not receive asignd alowing
it to change price. The parameter g, represents the net mark-up over unit costs that the firm
would gpply in aflexible-price equilibrium. Findly V (expressed below) is the minimised unit
cost of production (in units of find consumption) thet solves:

t+s t+s

'\'W P . .
Vi =min |22y 00+ 12 (k)i STt 10 Ay sl rs (0 1 pea()® ) =1

Thefirgt order condition for the firm' s pricing decison can be written as:

oo @0@+p)°R, (K 0
B (Bf) L s o (L0 Ves e (K) =0, (17)

s=0 t+s 7]

Importers of the find import good for consumption and importers of the intermediate good
used in production face the same pricing problem confronting non-traded goods producers.
But because we want to introduce duggishness in the passthrough of exchange rate changes
to import prices, here we assume that pricing decisons are based on the information set

” For more details, see the Technical Appendix.
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available in the previous period. Thisisthe assumption made by Monacelli (1999). Given
this additiond assumption, the first order conditions become:

& gy (1+p)°Ry (k) 0
EL & (bfy)° L ys&— P (L0 Wi os Vi ges(K) =0 (18)
s=0 8 I:)t+s [
& q,(1+p)°P (k) 0
£, & (bf)° Lmsg T8 Vs Yians(K) =0 (19)
s=0 t+s [}
where the notation is andogous to that used above. Thetrivid production structures in these
. : . : P’ P’
sectorsimply that unit cogsaresmply givenby V,,, =—— and V,, =—=-.
&R &R

2.3.2 Wage setting

The wage setting behaviour of householdsis based on Erceg et al (2000) and is closely
related to the price setting behaviour of non-traded goods producing firms. Following Erceg
et al (2000), we suppose that household j is ableto reset its nomina wage contract with
probability (1- f,,). If the household is allowed to reset its contract a datet, then it

chooses anomind wage W, (h) thet will be indexed by the steady Sate inflation rate until the

contract is reset once more. The household chooses this wage rate to maximise discounted
expected utility for the duration of the contract, subject to the budget congtraint (3) and the
labour demand function (16). Hence, the first order condition is:

&(L+p) W () y
EA O, VR ara) () @0

24  TheBdance of Payments

Combining the firg-order conditions for domestic and foreign bonds from the household's
optimisation problem gives the familiar uncovered interest parity condition. A firg-order
goproximation gives.

Etloget+1' loget:if,t' it+zt (21)

where we have added a stochadtic risk premium term (z, ) to reflect temporary but persistent
deviations from UIP, asin Taylor (1993b).

Despite the fact that domestic nomina bond issuance is assumed to be zero a dl dates,
domestic households can intertemporaly borrow or save using foreign government bonds
assets. Asareault it is not necessary for the trade balance to be zero in each period as would
be the case if we had imposed an equilibrium in which &l government liabilities are held by
residents of theissuing country. In practice, pogtive holdings of foreign bonds mean that the



domestic economy can run atrade deficit in every period financed viathe interest payments
that it receives on the foreign assets held.

In addition, since the economy is smdl, the foreign interest rate is exogenous in the model. So
the supply of foreign government bonds is perfectly eatic at the exogenous world nomina
interest rate. This means that steady state foreign bond holdings are indeterminate in our
modd. Asaresult, temporary nominal shocks can shift the red steady state of the mode!
through the effects on nomind wedlth (see Obstfeld and Rogoff (1996)). This meansthat the
steady state around which log-linear gpproximations are taken is moving over time.

This is a common feature of smal open economy monetary models and can be avoided in a
number of ways. One gpproach is to make assumptions about the form of the utility function
(see, for example, Correia et d, 1995) or the way in which consumption is aggregated. This
Is difficult to implement in our modd if we wish to retain arich structurd specification.
Another gpproach isto impose agloba equilibrium condition on asset holdings (and redtrict
the trade balance to be zero in dl periods). But this seemstoo redtrictive. So instead, we
subdtitute foreign bond holdings out of the modd and concentrate on the movements of the
other variables, asin McCalum and Nelson (1999).

25  TheTransmisson Mechanism

In an open economy, the exchange rate is an important channel of monetary transmission.
This channel has anumber of effects. First, and most obvioudy, the demand for exportsis
directly affected by exchange rate movements. Exporters dso fed the effect of exchange rate
changes through the price of imported intermediate goods. Importers of intermediate goods
face an increase in their nomina unit cogts as the nomind exchange rate depreciates. Thisis
passed onto producers (including producers of non-traded goods) gradudly, reflecting the
fact that importers are required to set prices one period in advance and only afraction of
them are able to change price in any particular quarter.

Exchange rate changes a o affect the consumer price index through the direct impact on the
prices of imported consumption goods. Again this occurs with alag because of the
assumptions reflecting importers: pricing decisons. And the exchange rate affects consumer
prices as non-traded goods producers pass on changes in production costs gradually
(reflecting the Calvo pricing assumption).

It is clear from this discussion that the exchange rate affects different sectors unevenly. In
summary, there are two channds of monetary transmission in this modd. Thereis a standard
interest rate channel, that influences the consumption-saving decision and hence the output
gap and inflation. In addition, there is an exchange rate channel that directly affects export
sector prices; and indirectly affects exports and non-traded goods' prices through changesin
the cogt of the intermediate imported inputs.



3. Modd Solution and Calibration
3.1 Solving the Moddl

To solve the modd we first derive the relevant first order conditions discussed in section 2.
We then solve for the non-stochastic flexible price steady state and take the log-linear
gpproximation of each non-linear firg-order condition around this seady state. This
procedure is presented in the Technical Appendix.

As shown in the Technica Appendix, the modd can be cast in first order form:
AEz,,, =Bz +Cx, (22)
Xt+1 = PXt +?I (23)

where A and B are 31" 31 matrices, whileCisa31l” 8 matrix. Risan8" 8 matrix
containing the first order cross-correlation coefficients of the exogenous variables, whose
white noisei.i.d. innoveations are expressed by the vector 7, .

Let f, and k, denote the endogenous and pre-determined parts of the vector z,

respectively. Then the rationa expectations solution to (11)-(12), expressing the vector of
endogenous variables f, asfunctions of predetermined (k, ) and exogenous (X, ) varigbles,

can be written as:

fo= Xk, +X,X, (24)
&, U &k, é0u
Y =?a n+a (25)
all &b &0

In this paper we computed this solution using Klein's (1997) dgorithm.
3.2 Cdibration

We cdlibrate the model to match key features of UK macroeconomic data. For this purpose,
we st the discount factor, b, to imply a steady-state annua red interest rate of 3.5%. Thisis
equal to the average ten-year red forward rate derived from the index-linked gilt market in
the United Kingdom since these were first issued in March 1983. The steady State inflation
rate was set a 2.5% per year: the current UK inflation target.

We assume that steady state foreign inflation was equd to steady state domestic inflation; that
is, 2.5% per year. Animplication isthat the nomind exchange rate is sationary. We
normalise the steady state prices of traded goods and intermediate goods (in foreign currency)
to unity.

To st the parameter in the utility function reflecting preferences for imports vis-avis non-
traded goods, g, we use data on consumption spending on traded versus non-traded goods.
To do s0, we equate consumption of non-traded goods with output of non-traded goods and
set consumption of imports equa to output of traded goods less exports of traded goods. We
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set g equa to 0.103, so that the implied congtant share of consumption spending on traded
versus non-traded goods matched the average value seen in the available data.® We st the
habit formation parameter such that the persistence of the output response to shocksin the
modedl issmilar to thet in the UK data. The value chosenisx, = 0.7.

The weight on leisure vis-avis consumption in the utility function, d, is set to ensure that
steady-state hours were equal to 0.3 in the absence of *distortions .° The required vaueis
1.815. Though essentialy a normalisation, this choice corresponds to an 18 hour day
available to be plit between work and leisure time and workers, on average, working fifty
40-hour weeksin ayear. We set g, = 0.165 asthisis consastent with steady state hours of

0.273 when habit formation and monopolistic supply of labour are accounted for. Thisleve
of hours represents a deviation from *distortion-free’ steady hours equa to 9% - the average
level of UK unemployment using the LFS measure. Weset f, = 0.75 asthisimplies thet

wage contracts are expected to last for one year.

We st the weight on money in the utility function to ¢ = 0.005. Thisimpliesthat the ratio of
real money balancesto GDP is around 30% in steady state. Though thisis somewhat higher
than the ratio of MO to nomind GDP, it is not clear that “money’ in our modd is best proxied
by MO inthedata Theratio of M4 to quarterly nomind GDP is larger — the average for
1963 Q1-2000 Ql isaround 1.4. So our calibration fixes theratio of steady State red
money baancesto GDP at an intermediate level. We st e=1 which implies a unit adticity of
money demand. Thisis consgtent with findings for the UK (see QMA 1999).

To calibrate parameters on the production side of the mode requires sectoral data. A
description of the assumptions needed to do thisis given in the Appendix. Wefirs calibrate
the mark-ups that firms in each sector gpply to unit margina codts, using the results of Small
(1997). Weighting these mark-ups with the respective shares in value added output,*® we
obtain avaue for the non-traded sector gross mark-up of 1.17. Gross mark-ups for the
traded and intermediates goods sectors are found to be 1.183 and 1.270. These cdlibrations
imply valuesfor f y, f +andf | of 0.17, 0.183 and 0.270, respectively.

Computing eadticities of non-traded and traded goods output with respect to employment
givesedimatesof a , and a , , of 0.763 and 0.636, respectively. To calibrate the

probabilities thet firmsin a particular sector receive sgnas adlowing them to change price, we
use data on the average number of price changes each year for different industries. Hall,
Walsh and Y ates (1997) find that the median manufacturing firm changes price twice ayear,
the median congtruction firm 3 or 4 times a year, the median retail firm 3 or 4 times ayear and
the median * Other Services firm onceayear. On thisbass, we assume an average duration
of prices of sx months for firmsin the import goods and intermediate goods sectors and an
average duration of four months for firmsin the non-traded goods sector. Thisimplies vaues
forfy, f)and f y of 0.33, 0.33 and 0.43, respectively.

8 The only reliable data we could obtain on output in current prices by industry is annual and covers only
the period 1989 to 1998.

® Thisinvolved setting the habit formation parameter (X) to zero and assuming that the elasticity of
substitution between labour types tended to infinity (quw=0).

19 Using weights from the 1985 ONS Blue Book.
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The export demand function requires us to set the income and price dadticities. We st the
income eladticity to unity and the price dadticity (h) to 0.2. The latter assumption
approximates the one-quarter response of the UK export equation in the Bank of England’s
Medium Term Macroeconomic Modd (see Bank of England (1999, pp50-51)).

To derive seriesfor ‘total factor productivity’ in each sector, we use quarterly data on gross
vaue added by industry at constant 1995 prices from 1983 onwards (ETAS Table 1.9) and
‘workforce jobs by industry for the same period.** We caculate our productivity series as:

InA,, =Iny, -a,Inh,, (26)

where Z indexes the sector, y is vaue added and h isworkforce jobs. An implicit assumption
Isthat movementsin intermediate inputs are ‘smal’ relative to movements in output and
employment. Thisisrequired to equate this measure of A with ‘tota factor productivity’.

After HP-filtering the two productivity series obtained from (15) we estimate the stochagtic
processes for the productivity terms using a vector autoregressve (VAR) system:
Ns) AT O aer 6
g’i“ I= RA?&lyg ”g (27)
A\ A—l 1] Sy

%)

Thedisturbances e;; and e, are normaly distributed with variance-covariance matrix Vp.

Given that the model has zero productivity growth in steedy Sate, A? refersto ‘log-
deviaions of productivity in sector Z from aHodrick-Prescott trend’. Our estimation results

imply:

20705 02278

6 819 143§
»~& 0066 07845

V, =10°%" z
§1.43 7.0445

(28)

To cdlibrate the forcing processes associated with overseas shocks we estimate another
VAR. We derive processes for the shocks to the one-quarter change in the world price of
traded goods and the world price of imported materias, aswell asto foreign interest rates,
the exchange rate risk premium and world demand. We congtruct a series for the foreign
interest rate as aweighted average of three-month Euromarket rates for each of the other G6
countries, using the same weights used to congtruct the UK Effective Exchange Rate Index.
For intermedi ate goods imports we follow Britton, Larsen and Small (1999) and congtruct an
index based on the imported components of the Producer Price Index. For the world price
of traded goods we use the G7 (excluding the United Kingdom) weighted average of exports
of goods and services deflators where the weights match those in the UK Effective Exchange
Rate index. For world output, we use the G7 (excluding the United Kingdom) average GDP
weighted by the countries sharein tota UK exports of goods and services in 1996.

We edtimate the following VAR:

"We adjusted the workforce jobs series prior to 1995Q3 to take account of alevel shift of about 350,000 in
total workforce jobs when the series wasrebased. To do this, we added to the figure for each industry a
share of the 350,000 workers equal to theindustry’ s share in the published total. We combined the
output data using the 1995 weights to get real value added for each of our two sectors (where, again, the
traded goods sector consisted of ‘manufacturing’ and ‘ transport and communications').
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e 0 e 0% 9
C PRSP + c PRERF + geif,t:
gloa( P, /R) - log( B /P") —RF‘?Iog(F:u/Rl) log B/ P)I+gep, = (29)
¢ DlogP - DlogP’ - g DlogP_, - Dlog P’ + GeP: :
g yF,t g g yF,t—l g éeyptg

where variables without time subscripts refer to their averagesin the dataand Y, , isthelog-
deviation of world demand from its Hodrick-Prescott trend. The disturbances e, , e,
e, and e, arenormaly distributed with variance-covariance matrix Ve. The VAR is

specified in thisway because the rest of the world is modeled in areduced form way that
does not place restrictions on the long run behaviour of varigbles. In particular if we included
inflation of foreign intermediates prices as a separate variable then there would be no reason
to expect the long-run responses of foreign intermediates prices and the generd foreign price
level to be equd. If thisredtriction did not hold, then temporary shocks could shift the steedy
date relationships between (exogenous) world varigbles. Thiswould destabilise the

rel ationships between the endogenous variables in our modd. Rather than place redtrictions
on aVAR induding foreign inflation rates, we estimate the systemin (29).

Using data over the period 1977 Q3 - 1999 Q2 we obtained the following results:

20448 - 0006 0.08 0140 ¢
§232 092 0290 -107-

R, = .
€. 0359 -0019 0711 -0.019%
-0.357 0003 0079 0962 g

2882 447 308 054§

.. & 760 319 - 223

V. =10 <.
¢ 276 0497

¢ 779 5
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We derived a measure of the sterling exchange rate risk premium derived from the Consensus
Survey™ and estimated the following process:

z,=0261z,, +e, s, =0.009 (30)

zt12z

Fndly, inlinewith McCalum and Nelson (op. cit.) we assumed that the preference shock n,

iswhite noise, and, for smplicity, we set its Sandard deviation equd to 0.011 asthey do for
the US.

4, Properties of the model

To andyse the dynamic properties of the modd, we have derived impulse response functions
for the key endogenous variables when the modd is hit by shocks.

Throughout, we closed the model with apolicy rule for the nomind interet rete i,. Therule

used here was estimated using UK data over the period 1981Q2-1998Q2. We estimated a
reduced-form modd in which there were aso equations determining (log) aggregate output
¥, , (thelog of) the annualised log-change in the RPIX index inflation measured in terms of

devidions from target (4le3 ) and changesin the (log of the) nomind trade-weighted effective
exchangerate (DIne,). Themodd whichissmilar to thet in Batini and Nelson (2000a), also
contains two dummies (DERM, and D92,) to capture the years of the UK membership of
the ERM and the shift in policy regime which occurred in 1992 Q4.

To compute the impulse responses we need to identify the shocks. When the nomind interest
rateis estimated as part of aVAR, astandard way of doing so isto orthogondise the shocks
usng a Cholesky decomposition with a causa ordering that places the nomind interest rate
last. Typicaly, however, estimating the equation for the nomind interest rate using a
conventiond VAR gives areaction function where the nomind rate responds to lags of itsdlf
and lags of other variablesinthe VAR. Thisis unsatisfactory if we want to compare the
estimated rule with Taylor-type rules that react to contemporaneous variables.

To overcome this problem, Rotemberg and Woodford (1997) obtain asimilar dynamic
specification of the estimated policy rule by leading the other varigblesin the vector auto-
regresson moded (inflation and output in their case): in effect they estimate a VAR with a
vector of endogenous variables equal to [4i,, 4DP,,, ¥,,,]. Evenif it gives an esimated

equation for the interest rate that responds to contemporaneous redlisations of output and
inflation, as we want, their approach may be unrdigble. It, in fact, implies very redtricted
dynamic specifications for the other two variables in the model, where the leads of inflation
and output depend only on lags of the interest rate and not aso on the leve of the interest
rate at timet.

2 The measure is equal to the percentage point difference between the expected 24-month depreciation of
the sterling ERI (derived from the responses of survey participants) and the two-year nominal interest rate
differential.
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For this reason, following the methodology in Ericsson, Hendry and Mizon (1998), we re-
parameterised the system Q; = [it,4D|5{ , V., DIne,] asthe conditiond and margina modes
i, =f(4DR, §,,DIne, ,Q_,) ad (4DP ,DlIne,, §,) = (Q_,» €), Where c isthe vector of
estimated parameters. In effect, this orthogonalises the shocks, so that the nomind interest
rate is not affected by time-t changesin the other variables. However, contrary toaVAR

estimation approach, this method alows us to derive an estimated equation for the nominad
interest rate in which i, depends on contemporaneous values of inflation, output and changes

in the exchange rate, rather than on lags of those variables. The modd’s estimates are
available on request. For convenience, we reproduce here the estimate of the nominal interest
rate equation, which we interpret as being the monetary policy reaction function over that

period:
4i, =c+k,4i, , +k24D3t +k,y, +k,Dine +k ;DERM, +k D924, +e, (32)

where 4i, isthe annudised interbank lending rate, and e, , are the equation’s estimated
residuals. The estimated coefficients (Standard errorsin parenthesis) are;

c= 00423, k; =0.605, k,=0.406, ks=0.184, Kks=- 0.065,
(0.008)  (0.074) ()  (0.039) (0.027)
ks =- 0.014, ks = - 0.015,
(0.003) (0.004)
with SE = 0.00821.

To ensure that the log-run nomind interest rate response to inflation islarger than 1, we
restrict k, /(1- k) =1.01. For thisreason, no standard error is reported for that coefficient.
The LR test of over-identifying restrictions cannot regject the null implied by this redtriction
[c%(1)=0.5032, p -value = 0.4781].

Since the endogenous variablesin the mode fegture as deviations from their respective long-
run values % or enter asfirg-differences % they are comparable to variablesin the log-
linearised first-order gpproximation verson of the model.
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Figure 1. Impulseresponsesfollowing a 100 basis point monetary policy shock
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Figure 1 shows output, (four-quarter) inflation and the nomina interest rate impulse response
functions to a unit start shock to the monetary policy rule (31) over 20 periods (caendar
quarters). The solid line depicts the anaytical mode’ s responses and the dashed line gives
the estimated model’ s responses.

Both the estimated and our model’ s responses broadly agree with conventional wisdom:
following atemporary risein the interest rate, output declines, but ultimately reverts to base;
and inflation dso fdls. Our estimated inflation equation exhibits no price puzzle (i.e. the
finding in many empiricaly estimated modds arisein the nomind interest rate is associated
with arise % rather than afall % in the rate of inflation in the periods immediately fter the
rise). However, we expect there to be rather wide error bands around the estimated model’ s
impulse responses (not shown here) indicating that these effects cannot be estimated with
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great precison, particularly those on inflation. So, the comparison of the two sets of
responses should not be taken too literaly.

Panel 1 indicates that, in our analytica modd, output falls on impact by around 0.25%,
following an unanticipated 100 basis point rise in the nomindl interest rate % the same order
of magnitude of that of the estimated model. The policy shock response in the datais dightly
more duggish than that in the mode and in the data, the trough in output following the shock
occurs later than in our model. The speedier response of output in our model reflects the
volatility of the net trade component of aggregate output in our model. The consumption
component of aggregate output is duggish and ‘hump shaped’, which reflects the high vaue of
the habit formation parameter (x). Thisresult accords with the findings of Fuhrer (2000).

Panel 2 compares the RPIX inflation responses of the theoretical and estimated models. In
our mode inflation responds earlier and more intensaly than the estimated modd. There,
inflation touches its nadir around ten quarters after the shock, and returns smoothly back on
track over aperiod of about two to three years. The difference between the two responses
probably reflects the fact that our model, even accounting for the built-in persstence, is ill a
forward-looking, ‘jumpier’ model, whereas the estimated model is entirely backward looking.

Panel 3 depicts how the (nomind) interest rate responds. Whileit risesby afull 1% in the
estimated modd, the nomind interest rate by dightly lessin our mode. There are two reasons
why this happens. Firgt, in our modd, inflation expected at timet + 1 fals on impact one
period after the shock; by contrast, in the estimated modd, inflation is amost unchanged in the
firgt quarters after the shock. Thisimpliesthat, in practice, the red interest rate reponse is
harsher on impact in our modd than in the estimated model. Second, inflation and output (the
feedback variables in the estimated policy rule) are forward-looking in our model; thus the
interest rate response will be more muted than in the estimated mode!, inasmuch as those
variables will themselves have dready adjusted pre-emptively to the shock.

A second way of evauating the correspondence between UK data and our modd isto
compare the dynamic cross-correlations of key variables from the data with those from the
modd.*®* Figure 2 shows this comparison for (log deviations of) aggregate output (y), value
added sectora outputs (y,, and y, , ), anua CPl inflation (p ,), the nomind interest rate

() and the real exchange rate (g). In each of the thirty-six pands, the solid line illugtrates the
theoretical cross-corrdation function and the dashed line the cross-corrdation function from
the data.

Figure 2 indicates that our model seems to account for the auto-correlations of the datato a
reasonable extent (see charts on the diagond). In particular, our model can in part replicate
the degree of perastence of inflation seen in the data, dthough thisis mainly driven by
persstence in the exogenous shocks.  The mode is perhaps less successful at capturing
cross-correations: for example, the dynamic relaionship between the red exchange rate and
some of the other variables in the pandl.

13 For the model, the cross-correl ations were computed using a variant of the Hansen-Sargent doubling
algorithm discussed in section 5.
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Figure2: Cross-correlations of selected endogenous variables
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5. Results: acomparison of alternative smplerules

In this section we present results from the model when it is closed with dternative monetary
policy rules. In what follows we assume that deviations of the nomind interest rate from base
are alinear function of deviations of endogenous variables (current, lagged or expected) from
base. So we consider rules of the form,

it = R\:]w gt |' Zt' (32)

where g is the set of feedback variablesin the rule and Ris arow vector of coefficients™ A
simple rule therefore cons s of two components, the vector of feedback variables, g, and the
vector of coefficients, R We define generic classes of rules by the g vector, that is, by the set
of variables on which they feed back. To carry out the comparison, for each rule we consider
two kinds of coefficients vectors, R

Firg, welook a therulesin ther origina specification. In this case, the vector of coefficients,
R isthat suggested for those rules. For example, the first group of rulesincludes a Taylor rule

¥ Note that by using lag and lead identities within the model, the set of variables that could beincluded in
theruleislarge. For example, for the inflation forecast based rule considered below, we include
conditional expectations of inflation up to five quarters ahead.
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with the original coefficients advocated by Taylor (19938). We call these rules ‘non-
optimised’ because their coefficients are not set optimally for our modd.

Second, we consider simple ‘optimised’ rules. In this case, the R vectors are those that
minimise the policymaker’sloss function, L,, for each rule.

Asamessure of loss, L;, we choose astandard quadratic |oss function in asymptotic

variances (AVar) of inflation deviations from target and output deviations from potentid. This
is often used as a metric for capturing policymakers preferences in sudies that attempt to
evauate the performance of aternative policy rules [see Taylor (1999)]. Algebraicdly, L,

can bewritten as.

L,(p,Y,R) =w, AVar(4p) + w,AVar(y) + w, AVar (D4i), (33

which isalinear combination of the asymptatic variances (AVar) of annudised inflation and
output, and the change in the (annualised) nomina interest rate. Following Batini and Nelson
(20002) we set w, =w, =1.

Theincluson of aterm in the variagbility of the nomind interest rate is designed to address the
fact that optimised coefficients for smple rules often imply very aggressive policy responses.
In practice, this leads to large movementsin the policy instrument. Casua empiricism
suggests that policymakers prefer gability in the instrument, which implies that nomind interest
rate variability should be incdluded in the loss function.”® Perhaps more importantly, when
taken literaly, aggressive policy rules often imply that policymakers should set a negetive
nomina interest rate, despite the generd presumption that nomina rates cannot fal below
zero. (See McCalum (2000) and Goodfriend (1999).) Thisissueisdiscussed in Williams
(1999).

Including aterm in the loss function is one way to ensure that rules with optimised coefficients
do not imply thet thereis ahigh probability that the zero bound on the nomind interest rate is
violated. The choice of theweight w, depends on the model being used. Following

Rudebusch and Svensson (1999), Batini and Nelson (2000a) set w, = 0.5. We set
w, = 0.25 which ensuresthet there is ardatively low probability of violating the zero bound
for the optimised rules we consder. We discuss this further below.

Turning to the vector of ‘ optimised coefficients(ﬁ), thisis chosen asfollows
R=agmn L,(,y,R) (34)
To derive it, we employ asimplex search method based on the Nelder-Mead agorithm. ™

In addition to loss L, upon which we optimise to get coefficientsin the R vector, we consider
asecond measure of |oss, i.e. a utility-based loss function, which we denote L, . However,

> The fact that the interest rate smoothing term in the estimated rule — equation (31) —is high and
significant, suggests that — historically - interest rates have not responded aggressively in the UK.
'8 The method is contained in the MATLAB Optimization Toolbox and detailed by Lagarias et al (1997).
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we do not derive a second vector of optimal coefficients from thisloss. Rather, weuseit asa
metric to measure the amount of utility 10ss associated with each rule when the authorities
derive coefficients for the rules by optimising a set of preference described by thefirdt,
standard quadretic loss function L, .

Following Woodford (1999), we derive L, by taking a second order log-linearisation of the

utility function (1) around the steady state. We ignore the constant and first order terms (the
latter are zero in expectation) and focus on the unconditiona expectation of the second order
terms, so that:

1-x (1- x) 1-x

VD
&Py
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&
e
S AVar (h)+ec AVar 229

(35
Asequation (35) makes clear, this first measure of loss depends on Six terms.

(1) the variance of (log) consumption; (ii) the first-order correlation of log consumption (this
comes from the habit formation assumption); (iii) the variance of log hours; (iv) the variance of
log real money balances; (v) the variance of preference shocks; and (vi) the covariance
between preference shocks and consumption. Since thisloss function is derived from the
utility of the households, it seemsto be a good way of judging the welfare effects of monetary
policy rather than usng an arbitrary loss function as has been common in this literature.
However, it isnot necessarily ided in it requires us to make some judgements about how to
measure wefare in amode with heterogeneous households.

Finaly, to obtain the asymptotic variances in equations (33) and (35), wefirst write the
solution of our modd as

z. =Rz, +F (R, (36)

where the coefficientsin the Gand F matrices potentialy depend on the rule coefficients, R
The asymptotic variance of the Sate vector, z, isgiven by:

¥
V:éGjF\/\F@di (37)

=0

where W is the covariance matrix of the shocks, u. We then compute V by the doubling
agorithm of Hansen and Sargent (1998), given the covariance matrix, W, cdibrated in section
3. Theasymptotic variances of output and inflation are given by the rdevant dements of V .*'

Y This approach is also used by Williams (1999).
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5.1 A battery of rules

We evduate the relative performance of the following classes of rules:
(i) the estimated policy rule (see section 4);

(i) a Taylor/Henderson- McKibbin rule;

(iii) an inflation-forecast based (IFB) rule;

(iv) anaive MCl-based rule;

(v) Bdl's (1999) rule;

(vi) afamily of aternative ‘ open-economy’ rules.

This battery of rules encompasses the maingtream of the literature on smple policy rulesfor
both closed and open economies, but adds a series of new simple rules that may prove even
more suited for open economies. The estimated rule enables us to assess the remaining rules
vis-avis history, and to infer whether, using these other rules, it may have been possible to do
better than historicaly. We discuss the remaining classes of rulesin turn.

The Taylor/Henderson —McKibbin rule

This section congders rules of the following form:
i =l,p 1Ly, (38)

where i, denotes the percentage point deviation of the short-term nomind interest rate from
Steady state, and p, and y, arelog-deviations of inflation and GDP from base. Rules of this
form are often associated with Taylor (199338) and Henderson and McKibbin (1993). More

precisaly, Henderson and McKibbin place more weight on the inflation feedback term than
Taylor does(i.e. | , =2 rather than 1.5) and place aweight on the output gap thet is four

timesthet in Taylor (i.e. | , = 0.5 rather than 0.125). Inall cases, rule (38) may be
augmented with alag of the nomina interest rate, to capture interest rate smoothing.

These rules were devised for a closed economy (the US), where the exchange rate channe of
monetary transmission has anegligible role in the propagation of monetary impulses. So we
would expect them to do rdatively badly when compared with rules that account for that
channd, or dlow for the diverse way in which monetary impulses are transmitted across
‘internationaly exposed’ and ‘internationdly sheltered’ sectors.
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Inflation forecast based rules

Inflation forecast-based (hereafter *IFB’) rules imply that the interest rate should respond to
deviations of expected, rather than current, inflation from target.”® In the presence of
trangmisson lags, this has the benefit of aigning the policy indrument with the target varidble
(i.e,, issadto be ‘lag-encompassing’), which miminises the output codts of inflation
dtabilisation relative to more myopic rules. IFB rulestypicaly do not respond to output
deviations from potentid: the inflation forecast used in the rules dready encompasses the
information contained in the current output gap (i.e. they are ‘ output-encompassing’).

Batini and Haldane (1999) compare rules that respond to different horizons of inflation
forecasts and assume that policymakers have atendency to smooth rates. So algebraicdly, an
IFB rule like those in Batini and Haldane (op. cit.) can be written asthis:

i, =1 i+l E Py, (39)

In their smal scale macroeconomic mode calibrated on UK data, an IFB rule responding to
inflation expected 5 quarters ahead with afeedback parameter equa to 5, and an interest rate
smoothing parameter equal to 0.5 appearsoptimal (sothat j =5,1; =05 and |, =5in
the above equation). When looking at the performance of rule with non-optimised
coefficients (Table 1) we will adopt the same parametrisation of the rule used by Batini and
Haldane (op. cit.). However, since these rules tend to be highly mode-specific — see Levin,
Widand and Williams (1998) — we would not expect them to do well in our modd for the
same choice of horizon and feedback parameters that was efficient in Batini and Haldane (op.
cit.). Indeed, the low degree of inflation persastence in our model suggests that a shorter
horizon is probably more adequate. Hence, in the experiments using optimised coefficients
we a0 select the horizon optimdly.

The naive MCl-based rule

A Monetary Condition Index (MCI) is aweighted average of the domestic interest rate and
the (log) exchangerate.®® A MCI can be expressed in real or nomina terms. Because it has
the potentia to quantify the degree of tightness (ease) that both the interest rate and the
exchange rate exert on the economy, MCls are often used to measure the stance of monetary

policy in an open economy.

A naive smple rule based on aMCI could then be one that entails adjusting the nomina
interest rate to ensure that redl monetary conditions are unchanged over time:

it:pt' ma, (40)

where g isthe real exchange rate and misthe MCl weight.® Setting m=1/3 % avaue
consstent with the weights used by the Bank of Canadato construct an MCI % implies thet

18 See Batini and Haldane (op. cit.).

19 See Batini and Turnbull (2000) for a thorough discussion of MCls and their possible uses for the UK.
% \We do not consider nominal MCls asthey are likely to perform poorly in our model. The reason is that
the level of the nominal exchange rate can shift permanently following atransitory nominal shock. This
suggests that a simple nominal MCI rule could lead to instability.
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a 3% appreciation in the red exchange rateis equivaent to a 100 basis pointsincrease in the
red interest rate.®

In practice, MCls have been criticised on both empirical and theoretical grounds.?

One conceptua shortcoming of aMCl, when used as an operating target, is that different
types of shocks have different implications for monetary policy. By congtruction, aMCl
obscures the identification of exchange rate shocks because this requires focusing on
movements in the exchange rate and interest rates in isolation, rather than aggregated together
(seeKing (1997)). This shortcoming carries over to any MCl-based rule that recommends a
level for the interest rate conditioning on the exigting leve of the exchange rate, when the latter
can change for shocks that the centra bank may not want to affect monetary conditions. For
this reason, we would expect the performance of MCl-based rules to be shock-specific,
doing poorly in the face of shocks that affect the exchange rate but do not ask for a
compensating change in interest rates (e.g. shocks to the real exchange rate).

Ball’s (1999) rule

Less naive specifications of arule which use amonetary conditionsindex as a policy
ingrument may potentialy perform better. Ball (1999) proposes arule of this kind where
policymakers ater acombination of interest and exchange rates in response to deviations of
(an exchange-rate-adjusted or ‘long-run’ measure of) inflation from target and output from
potentia. When therule is re-arranged so that only the nomind interest rete features on the
LHS of the equation, this rule indeed resembles a Taylor/Henderson- McKibbin rule with
added red exchange rate (contemporaneous and lagged) terms:

=1y +p+1 g0+ .0, (41)

Inthissense, Bdl’sruleisan *open economy’ rule because responding aso to the exchange
rate, it expands parsmonioudy upon ‘closed-economy’ rules to account for openness of the
economy. So we would imagine that it outperforms closed-economy counterparts when
utilised to control our open-economy modd. Thisruleisin fact optimd in Ball’s (1999)
model, amode that contains only three states (inflation, output and the exchangerate). The
coefficients that Ball suggests, conditioning on his dynamic congraints, arer | | =1.93,

I, =251,1,=-043and | , =0.3. These arethe coefficientswe usein the

experiments with non-optimised coefficients. Aswe will see below, three rulesin our *family’
of open economy rules can be consdered extensions of Bal’srule.

2! |n practice, the actual MCI may be compared with a‘desired” MCI level, MCI*, say. MCI* isthe level of
monetary conditions compatible with the inflation target and non-inflationary economic growth. In this
sense, the desired M CI can be viewed as an open economy extension of Blinder’s (1998) concept of a
‘neutral rate’, an interest rate at which the monetary stance is neither dampening nor stimulating economic
activity. Inaclosed economy, the monetary authority will want the actual nominal rate to depart from its
neutral level, whenever the economy is out of equilibrium and vice-versa. 1n an open economy, the
monetary authority may want the actual MCl to deviate from MCI* for the same reason. But it is not
entirely clear from the existing literature how M Cl-based rules expressed in terms of deviations of actual
from desired should be constructed. Basically thisis because to do so requires knowledge of how
desired monetary conditionswill evolve.

%2 See, among others, Ericsson et al (1997).
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A family of alternative ‘ open economy’ simple rules

Findly, we turn to our set of dternative open economy rules. As anticipated, these rules are
meant to be rules for an economy that is open.

Idedlly, following Ball (1999), we want these rules to do two things. First, alongsde the
standard output gap channd, the rules should dso exploit the exchange rate channd of
monetary tranamission. This should make policy more effective by letting sectorsin the
economy that are affected unevenly by the two mgor channds of transmission adjust in the
most efficient way following a shock. Second, they should do so by augmenting its closed-
economy counterpart rules specifications (e.g., Taylor and Henderson and McKibhbin) in a
parsimonious way. Thisis because, both on credibility and monitorability grounds, thereisa
clear merit in having arule that is Smple to compute — thet is arule that does not introduce
any extra uncertainty in the measurement of its arguments — and that can be easly understood

by the public.

For this purpose we consder four different rules, which account for the openness of the
economy in variousways. Three of these can be considered variants of Bal’s (1999) rule.
More specificaly, thefirst variant (' OE2’) adds to the standard feedback termsin Ball’srule
aterm responding to disequilibriain the balance of trade. The second variant (' OE3')
replaces aggregate output with output gaps in the two sectors; this takes explicit account of
the fact that components of GDP differ in their internationa exposure. And the third variant
(‘OE4’) hasthe interest rate responding to the same variables asin Bal (1999), but imposes
arestriction on the contemporaneous and lagged red exchange rate terms, so that their
coefficients are equa and opposite. In practice, thisimplies that the policymakers respond to
time-t changes in the redl exchange rate rather than levels of it. The fourth and find rule in the
family (‘OEL’) ingtead, is amodification of the inflation forecast based rule of Batini and
Hadane (1999), which adds to that an explicit response to the real exchangerate (again
contemporaneous and lagged, unrestricted). In principle, an IFB rule aready accounts for
the exchange rate channd of monetary transmission, inasmuch as this underlies the equations
that inform the forecast for inflation. So evauating this rules enables us to understand whether
incorporating a separate exchange rate term in an |FB rule provides information over and
above that aready contained in the inflation forecast. 2

Aswith the IFB and Bdl’ srules, we expect rulesin this family (especidly rules OE2, OE3
and OE4) to do better on average than their closed-economy counterparts. Thisis because
they take explicit account of the fact that in an open economy there are multiple channds of
monetary transmission that can be smultaneoudy exploited in an effective way. However,
snce the IFB rule dready exploits the exchange rate channd of policy transmisson,
accounting for this channd explicitly may not add much to the stabilisation properties of this
rule. In generd, other things being equd, and like with the IFB and Bdll’ s rules, we expect a
least some of the OE rules to reduce the disparities in the costs of adjustment faced by the
two sectors in the economy, relative to the closed economy simple rules case. Ladtly, note
that under optimisation these rules may do better than Taylor, Henderson and McKibbin and
the IFB rules dso because they typically react to more Sate variables than these. We will
discuss thisissue in more detail below.

% See also Batini and Nelson (2000b) for a comprehensive study of thisissue using asmall-scale
structural model of the UK economy.
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5.2 Reallts

Table 1 below contains values of the two loss functions (L, and L, ) and asymptotic second
order moments of inflation, output, the nomina interest rate, sectoral outputs and the real
exchange rate. These are reported for the estimated rule, the Taylor and Henderson and
McKibbin rules, the IFB rule, the naive M Cl-based rule and Bdl’ s rule with the origind
weights under our mode specification. Table 2, in turn, reports andogous datistics for these
rules (excluding the estimated rule) and for the OEL, OE2, OE3 and OE4 rules when
coefficients are optimally derived. Thistable dso reports corresponding optimised rules
coefficients. Findly, Table 3 offers atest for relative robustness, by showing the same
datistics for each rule when the mode is hit by individua shocks rather than by a combination
of shocks.

5.2.1 Results under an ‘dl shocks scenario

Table 1 suggests that, when coefficients are not optimised and dl the shocks in the mode are
operétive, the best performing rule according to loss function L, is, surprisingly, the neive
MCl-based rule, which ensures the lowest volatility of the real exchange rate and of exports.
Thisin turn gives better inflation control than Taylor and Henderson and McKibbin rules.
Among these two, the latter comes second being more successful than the Taylor rule at
gabilisng both output and inflation % a consequence of its stronger feedback coefficients.

The estimated rule ranks fourth. Thanksto itsterm for interest rate smoothing, thisrule
responds gradudly to inflationary pressures, and thus minimises interest rate and output
volatility compared to Taylor/Henderson- McKibbin rules. On the other hand, this makes the
estimated rule less successful at stabilising inflation than those rules. When coefficients are not
optimaly derived for this modd, Bal’ srule gives a high loss (abgracting from the results
under the IFB rule). Thisismainly a consequence of its huge coefficient on deviations of
output from potentid: something that turns out not to be optima for thismodel (seestable 3a
and 3b below). This, inturn, leadsto large interest rate gyrations and a high variability in the
firg difference of the nomind interest rate % avarigblethat L, pendises. Asexpected, the
IFB rule, with a horizon and feedback coefficients origindly suggested for amode with
sgnificantly more inflation inertia than ours, triggers congderable volaility in the interest rate,
the result of which is destabilised output and, thus, avery large loss. Findly, with non-optimal
coefficients, the naive M Cl-based rule and the estimated rule give alower probability of
hitting a zero bound with the nomina interest rate, followed by the IFB rule®* Al these rules
imply alow variability of theleve of the nomind interest rate.

Table 1. Comparison of smple monetary policy rules (non-optimised coefficients)

Rules: Taylor H-McK IFB MCI Bdl Es'd
Coeffs: P, i 15 1.5 - 1 251 0.407
Y, | 0125 0.5 - - 1.93 0.046

# The probability of hitting the lower bound on interest rates was derived asfollows. We first note that,
in the log-linearised model with Gaussian shocks, the nominal interest rate isnormally distributed. It hasa
mean equal to the steady state value and the variance is given by the relevant element of V (see equation
(37)). Thisestimateislikely to understate the true probability of hitting the lower bound because, once
interest rates have fallen to zero and the economy isin aliquidity trap, it becomeslesslikely than implied
by the asymptotic distribution that interest rates will be moved away from zero.
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i, - - 05 - - 0.597

EPs - - S - - -

q - - - 033 -043 -

9.1 - - - - 0.33 -
De - - - - - -0.016
Wdfare Loss L, 6399 5290 1173 5006 7.049 5736
Loss L, 8951 9088 2136 1761 10236  3.332
Avars p 0339 0265 4573 0221 0277 0339
y 0301 0297 27436 0592 0168  0.198
Di 0169 0187 4177 0219 0611  0.029
Yon 0436 0529 42585 1139 038  0.301
Yo x 1077 1058 14125 0719 0920 0987
c 0374 0486 34022 1295 0409 0327
i 0721 0754 22981 0308 0847  0.208
q 5157 4776 338863 1423 3171 4545

Prob(i < 0), % 3.9 4.2 37.7 0.3 5.2 0.1

Table 2 below ligts analogous tatistics and optima coefficients for these rules and for the
aternative open-economy rules (OEL to OE4) when coefficients are optimaly selected. The
optimisation indicates that Taylor and Henderson- M cKibbin rules for the UK economy, as
modelled here, require stronger weights on inflation relative to output than those suggested for
the US. This suggests that a mechanica application of the Taylor and/or Henderson and
McKibbin rulesin the UK context with coefficients designed for the USisnot idedl.
Moreover, our modd seems to favour a stronger weight on inflation relative to output, even
when the policymakers' preferences are symmetric between inflation and output stabilisation.

Similarly, for our modd economy, the optimal coefficient for the MCl-based ruleis smdler
than one third — the value commonly used in the MCl literature — suggesting that a grester
weight than that used in practice should be placed on interest rates vis-avis the exchange rate
when dtering monetary conditions.



Table 2: Comparison of smple monetary policy rules (optimised coefficients)

Rules Taylor/ IFB MCI Badll OEl OE2 OE3 OE4
H-McK
Coeffs.  p, 594 - 1 5117 - 4111 5193 5869
Y, 023 - - - - 0053 - 0228
0.036

i, - 0913 - - 0947 - - -

Ep. - 0808 - - 1093 - - -

G - - - - - - - -
0220 0110 0015 0071 0.064

9.1 - - - - - - - -
0.047 0024 0054 0.039

Yons - - - - - - - -
0.035

Yo . . . . . - 0148 -

BT, - - - - - - - -

0.029

Do, - - - - - 6476 - -

Wefare LossL, 268 208 482 259 1987 2548 2580 2.654
LossL, 232 -304 231 226 -230 1807 2123 2211

Avars p 0029 0.029 0234 0.031 0029 0.083 0.030 0.029
y 1608 1540 0449 1489 1425 1452 1522 1.614

Di 0151 0.018 0156 0.152 0023 0.144 0.147 0.145

Yun 2958 2832 0.859 2742 2646 2708 2.799 2972

Yo x 1178 1137 0.768 1120 1.078 1105 1108 1.172

C 2679 2668 1001 2525 2525 2517 2583 2.692
[ 0.613 0.1/0 0.287 0582 0.198 0544 0581 0.607
q 6.431 5332 1923 5503 4592 5257 5512 6.327

Prob(i <0), % 2.8 0.0 0.3 2.5 0.0 2.1 2.5 2.7

Looking at the actudl stabilisation properties of each rule, thefirst thing to notice is that
Taylor/HendersonM cKibbin, IFB and Bal’ s rules perform much better than their
counterparts with non- optimised coefficients. Thisis not true of the naive MCl-based rule,
anceits performance is dmaost unaffected by the optimisation of its (unique) coefficient,
making it the worse rule in the set. Indeed, when coefficients are optimised, rulesin the
Taylor/Henderson- McKibbin class now outperform the naive M Cl-based rule by ensuring
lower inflation volatility.

Second, with optimally chosen horizon and feedback coefficients (both sgnificantly reduced
from the non-optimal case), the IFB rule performs extraordinarily well. When coefficients are
optimal, the IFB appears to be extremdy successful a minimising inflaion volatility for aleve
of output volatility that is now comparable, if not lower, than that of other rulesin the table.
Thisis a consequence of the fact that, under thisrule, the interest rate now moves optimally
and solely to correct low-frequency changesin inflation. (The asymptotic Sandard deviation
of changesin the nomind interest rate for thisruleis, in fact, around atenth of that under dl
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other rulesif we exclude the OEL rule, amodification of the IFB.) This result is not dtogether
surprising. |FB rules have now been found to perform well in anumber of Sudies: essentiadly
for the reasons noted in Batini and Haldane (1999).

Third, Bal’srule provides alower than average variability of output when compared to
Taylor/Henderson- McKibbin and to the IFB rule. Reative to them, it o reduces the
disparity between output sector volatilitiesin the two sectors, other things being equdl.
However, it produces more interest rate, exchange rate and ultimately inflation variability than
the IFB rule because it reacts to current, rather than expected inflation and hence necessitates
greater aggressveness. Thisruleis, unsurprisngly, more efficient than the smplistic MCl-
based rule which does not react ether to inflation nor output, and which thusis unsuited to
cope with inflationary shocks that did not originate in a shock to the exchange rate.

Additiona interesting results emerge when we look at our ‘family’ of open economy rules.

In generd, it seems asif parsmonious modifications of either Bal’ s or the IFB rule do not
gain much in terms of inflation or output control. The reduction in thevaue of L, isindeed

negligible and most certainly ascribable to the fact thet rules in the OE family typically react to
more date variables. By congtruction, this gives them a performance ‘bonus' relative to non-
OE rules. By the same logic, the oppositeistrue of rule OE4 ¥ aredricted verson of Ball's
rule % which hence does worse than Bdll’ srule itsdlf.

However, on the whole, rules OE2 (Bdl plus response to balance of trade), OE3 (Ball with
Separate response to sectora outputs) and OEL (IFB with additional exchange rate terms) do
seem cgpable of reducing further the disparity between output sector voldilitiesin the two
sectors, others things being equd.

When we look at each rule individudly, the following emerges. In rules OE2 and OE3 which
feed back on the balance trade and on sectora output gaps respectively, introducing extra
terms has the effect of lowering dightly the response to exchange rate terms as the optimised
Bdl’s rule would imply in the absence of thoseterms. And in OE2, adding a feedback term
on the trade balance inverts the sgn on the output gap term (which was, somewhat
counterintuitively, negative in Ball’s optimised rule). Thisis possbly a consequence of the fact
that when policymakers respond separately to the net trade component of the aggregate
output gap, policy no longer needs to give a procyclica response to the output gap. The
implications of these changesin existing coefficients combined with the effect of new
coefficients are that: (i) OE2 givesamargindly better control than Ball’ s rule of output and
interest rates, but a dightly worse control of inflation; (i) OE3 gives amargindly better
control of inflation and interest rates than Ball’ srule, but worsens dightly the control of output;
and (iii) only OE2 ensures more symmetry than Ball’srule in the adjustment of sectoral
outputs after a shock.

Adding separate exchange rate termsto the IFB rule (‘OEL’) al'so moderately improvesits
gtabilisation properties. The rule now ddivers alower volatility of output than without the
exchange rate terms. Exchange rate volatility aso fdls. OEL isin fact the best rule in the table.
Compared to non-OE rules, OEL gives considerably lower output, exchange rate and interest
rate variability than Taylor/Henderson- M cKibbin rulesand dso than Bdl’srule. If we
abgtract from the naive-M ClI that smooths the costs of adjustment across sectors but does
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bedly in term of inflation varigbility, OE1 produces the minimum disparity between the
volatility of the output gap in the two sectors. Note that, thanks to their ability of minimising
the volatility of the policy ingrument, IFB and OE1 rules dso give the lowest probability of
hitting azero bound with the nomina interet rate. These results on the relative performance
of the rules are confirmed by our second measure of loss, the utility-based loss function L, .

According to this metric, households would be better off if policymakers followed an OEL
rule or an IFB rule with coefficients optimised over the objective function L, rather than other

rules that we consder. The worse possible rule according to L, isingead the
Taylor/Henderson- McKibbin.

In summeary:

IFB rules appear to be efficient open economy rules because they capture dl channels of
transmission. They outperform closed economy rules like Taylor and Henderson-
McKibbin in terms of both output and interest rate control. But they aso prove superior
to Bdl’ srule, which reacts to current, rather than expected inflation; this makes policy
myopic rather than pre-emptive, and hence requires more aggressive changes in the
interest rate, which in turn affect the exchange rate and thereby inflation. For these
reasons, |FB rules dso help stabilising the economy in amore ‘symmetric way’,
demanding less adjustment from the the internationaly exposed sector than that required
by closed-economy rules which ignore differences in adjustment across sectors,

Modifications to these rules to include explicit feedbacks on the leve of the exchange rate
(contemporaneous and lagged) improve the performance of these rules only margindly.
But since they help reduce further the disparity in adjustment between traded and exports
sectors, they may be dedrable if the authorities have a specific preference for symmetry in
adjustment, other things equal.

Relative to other rulesin the battery, IFB and exchange-rate-adjusted IFB (OEL)
minimise the probability of hitting a zero bound with nomind interest rates, and thereby
increase the chances of policy remaining operationa under particularly severe deflationary
shocks,

Bdl’srule and variants of it (notably OE2 which dlows aresponse to disequilibriain the
trade balance) are second-best options. Because they aso account for the exchange rate
channd of transmisson, as expected they are Sgnificantly more efficient than
Taylor/Henderson- McKibhbin rulesin stabilising inflation and output in our open economy
modd of the UK. In thisrespect they are indeed by far preferable to naive M Cl-based
rule, which gives more stable output outcomes at the price of massve inflation variance
(the loss associated with Ball’ srule is a sixth of the loss associated with the naive MClI-
based rule).



5.2.2 Robustness anadyssto individua shocks

In order to provide more intuition about why certain rules perform better than others, we have
re-assessed the performance of the rules assuming that the economy was hit by one type of
shock at atime. In particular, we are looking to see which rules seem to produce ‘sensible
responses to each of the different shocks and analyse whether or not the rules that perform
well do so because they are robust to many different shocks. In each case, the coefficientsin
the rules are again those optimaly derived for the ‘al-shocks' case (shown in table 2), so this
isatest of robustness of the exact rule specification.?

Results from this experiment are summarised in Tables 3a and 3b below.

The tables suggest that the OEL (i.e. the modified IFB) rule and the IFB ruleitsdf are il the
‘best’ rules under most shocks. The OEL (and to some extent aso the origind IFB) rule
seemsto perform particularly well in the face of shocks from overseas. However, both the
OEL and the IFB rules are outperformed by the OE4 (restricted Ball) rule and by their

‘ closed-economy’ counterparts under productivity shocks to the exports sector. (OE1 and
IFB are dso inferior to OE4 and Taylor/Henderson- McKibbin under a shock to non-traded
goods sector productivity but thisisless severe than in the case of a shock to productivity to
the export sector). The reason why this happensis that a shock to productivity in the export
sector will affect both export prices and output. Since export prices do not enter the
cdculation of CPI inflation, ruleslike OE1 or IFB that respond only to consumer price
inflation will not perform well because they fail to respond to the first round effects of this
shock. Thisisin line with the generd intuition that a smple rule can be a good guide for policy
in the face of some % but not dl 3% shocks. Crucially, however, our rule seems more robust
to different shocks than a naive and Bdl’s MCl-based rules. Thisis particularly evident for
overseas shocks (e.g. foreign interest rate shocks and shocks to the risk premium), but aso to
shocks to the price of intermediate inputs and to shocks to world output and inflation. In the
case of Bdl'srule, thisisaso true for shocks to productivity to both the export sector and the
non-traded goods sector.

A comparison of the losses associated with each shock in turn reved s that the most costly
shock by far isthat to intermediates prices. This is because this shock not only has a higher
variance than other shocks but it is aso highly cross-correlated with other overseas shocks.
In fact, intermediate prices are alarge proportion of unit costs in both sectors. For instance,
since non-traded producers set prices as amark up over unit costs, changes in these prices
feed directly through non traded price inflation. On the other hand, shocks to the export
sector seem to be relatively unimportant given the size of this sector and the openness of the
economy. Thisis because shocks to this sector are largely absorbed by the price of exports
which is not a component of CHl inflation.

Given that a shock to intermediate prices is the most costly of our shocks, we would idedly
wish to use amonetary policy rule that generated the appropriate response to this shock. In
particular, we know that optima policy would want to absorb the firg-round effects of this
shock but would want to make sure that there was no long-run effect oninflation. A standard

% To perform this test, we have re-derived |osses and asymptotic second moments of the variables of
interest by setting the variances of the remaining shocksto zero.
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rule that feeds back off current inflation may lead to policy that was too tight and cause afdl
inoutput. By contragt, the IFB and OE1 rules act to stabilise future inflation rather than
current: exactly the policy response that seems appropriate for this sort of shock.

The results of this section suggest that OE1 and IFB rules manage to dominate al other rules
in an ‘dl-shocks scenario because they are efficient at stabilising the economy in the face of
overseas shocks (among which are, notably, shocks to intermediate prices).



Table 3a: Comparison of smple monetary policy rules (individual shocks)

Taylor/ IFB MCI Bl OE1 OE2 OE3 OE4
H-McK
Non-traded productivity shock
Loss L, | 00233 00240 00267 00277 00233 00268 00277 00233
Avars ~p ! 00000 00000 00005 00000 00000 00000 00001  0.0000
yl 0026 00237 0018 00243 00233 00254 00235 00227
Di { 00000 00000 00001 00007 00000  0.0002 00008  0.0000
y,y | 00046 00054 00007 00052 00048 00088 00042 00047
Y, | 00117 00119 00100 00121 008 00126 00118 00117
ci 00017 00021 00000 00018 00017 00045 00012 00017
ji 00001 00001 00004 00005 00001  0.0004 00006  0.0001
q! 00036 00050 00001l 00069 00045 00069 00060 00036
Export productivity shock
Loss L, 0042 00507 00487 00518 00505 00579 00562 00485
Avars ~p 00000 00000 00000 00000 00000 00003 00000  0.0000
y 00445 00507 00483 00517 00505 00359 00547 00445
Di 00010 00000 00000 00000 00000 00044 00002  0.0008
y,, 00001 00004 00000 00005 00003 00013 00009  0.0001
y,, 00880 00507 00510 00507 00508 00615 00487 00549
¢ 00001 00001 00000 00002 00001 00015 00005  0.0001
j 00005 00000 00000 00000 00000  0.0022 00001  0.0004
q 00023 00002 00000 00003 00002 00146 00012 00022
FX risk premium shock
Loss L, 01013 00187 02486 01287 00146 01150 01204 00891
Avars p 00006 00009 00007 00004 00005 00004 00004 00007
y 00013 00019 00010 00007 00033 00008 00008 00015
Di 0026 00006 00592 00305 00009 00269 00282 00190
y,, 00006 00001 00001 00004 00045 00003 00004 00008
y,x 00372 00483 00309 00300 00339 00316 00310 00363
c 00004 00002 00003 00004 00052 00004 00004 00004
i 00219 00008 00440 00377 00023 00324 00347 00232
q 09686 126200 0871 07787 10156 0826 08067 09445
Prefer ence shock
Loss L, 01310 01253 01336 01275 01258 01347 01277 01281
Avars p 00001 00000 00001 00000 00000 00001 00000 00001
y 01121 01252 014 01272 01257 0130 01274 o0l
Di 00044 00000 00000 00000 00000 00002 00000  0.0037
y,, 01718 01893 02000 01923 01900 02004 01926 01718
Yy, 00004 00000 00000 00000 00000 00000 00000  0.0004
c 01867 02041 02148 02072 02048 02152 02074 01867
j 0002 00000 00001 00000 00000 00001 00000 00019
00000 00004 00006 00002 00004 00112

q 0.0117 0.0007
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Table 3b: Comparison of smple monetary policy rules (individual shocks)

Taylor/ IFB MCI Bl OE1 OE2 OE3 OE4
H-McK
Intermediate relative (world) price shock
Loss L, | 13742 11519 25288 13274 11515 13131 13100 13777
Avars p | 0027 00253 01337 00248 0026 00254 0023 00223
y| 07648 06859 01690 06804 07089 06519 0712 07682
Di | 00616 00152 00552 00623 00205 00637 00601 00631
yyn | 15420 14270 0432 13934 14660 13441 14511  154%
Yy | 01502 00693 00340 01310 0075 01210 01340 01484
c! 14231 14029 05089 13070 14372 12740 13594 14305
ji 04815 01388 01548 04373 01637 04083 04337 04715
q! 23738 05994 02366 1934 0738 17180 20106 23236
World inflation shock
Loss L, 04208 02179 02712 04605 01912 04914 04887 04340
Avars p 00031 0002 00093 00028 00026 00035 00030 00032
y 01894 01590 00850 02042 01402 0285 02183 01912
Di 00477 00020 00170 00531 00024 00517 00558 00481
Y,y 03721 03120 01280 03988 02797 04410 04238 03753
Y,x 00119 00232 00169 00109 0019 00121 00108 00116
c 03690 03198 01419 0392 02914 04357 04195 03719
i 00006 00126 00212 00957 00113 00913 01010 00926
q 03366 06156 02875 03219 04713 03%1 03332 03340
World interest rate shock
Loss L, 01251 01187 06265 01398 01119 01530 01484 01242
Avars p 00014 00012 00319 00025 00012 00036  0003L 00015
y 00827 00974 00048 00674 0082 00548 00610 00816
Di 00049 00007 00278 00081 00016 00101 00093 00047
y,y 01418 01686 00087 01159 01488 ~ 00%2 01051 01402
Yox 01711 01699 01123 01663 01702 01604 01643 01704
¢ 01066 01310 00111 00859 01134 00701 00772  0.1054
i 00263 00053 00573 00383 00126 00424 00425 00261
q 03897 04337 02006 03429 04063 02959 03255 03841
World output shock
Loss L, 0263 01730 03%4 01879 00%2 01419 01528 02516
Avars p 0002 00051 0025 00012 00038 00010 00009 00022
y 00849 00771 0030 00563 00274 00479 00477 00859
Di 00357 0003 00005 00280 0002 00196 0027 00325
y,y 01494 01180 00877 0105 00518 00M3 00954 01513
Y,x 06645 07375 05664 06544 06804 06437 06392 06633
¢ 01033 00766 01437 00779 00468 00743 00753 01048
i 00815 00155 00011 00578 0009 00513 00555 00818
q 1376l 1857 05741 12551 13493 11713 11489 13707
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6. Conclusions

Exigting closed economy rules like those advocated by Taylor (1993a) and Henderson and
McKibbin (1993) may not account for the exchange rate channd of monetary transmission
because they only respond to inflation deviations from target and output deviations from
potentid. In this paper we have explored dternative smple monetary policy rulesfor an
economy that is open like the UK. This entalled consdering existing rules for open
economies like a naive MCl-based rule and Ball’s (1999) rule. It also entailed looking at
parsmonious modifications of these and closed-economy rules that account for the exchange
rate trangmisson channd in various ways.

We concluded that agood rulein this respect is an inflation forecast based rule ('IFB’), i.e. a
rule that reacts to deviations of expected inflation from target isagood smplerulein this
respect, when the horizon is adequately chosen. Thisrule is associated with alower than
average variability of inflation when compared to the dternative open and closed-economy
rules. Relative to those, it also generdly appears to reduce the disparity between output
sector volatilities in the two sectors, other things being equal. Adding a separate response to
the level of the real exchange rate (contemporaneous and lagged) appears to reduce further
the difference in adjustment between output gaps in the two sectors of the economy, but this
improvement is only margina. These results on the reative performance of the rules are
confirmed by results obtained comparing the utility losses faced by the householdsin our
model economy under each rule.

Importantly, an IFB rule, with or without exchange rate adjustment, gppears quite robust to
different shocks, in contrast to naive MCl-based rules or Bal’srule. Findly, relative to other
open and closed-economy rules that we have andlysed, an IFB rule (and OEL, an exchange-
rate-adjusted | FB rule) seems to minimise the probakiility of hitting a zero bound with nominal
interest rates, and thereby may increase the chances of policy remaining operational under
particularly severe deflationary shocks.
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Technical Annexesfor ‘Monetary Policy Rulesfor an Open Economy’
by Nicoletta Batini, Richard Harrison and Stephen Millard

Annex A: First order conditions

Following the discussion of the model in sections 2.1-2.3 of the main text, here we
consider the problems facing agents in each of sector in turn.

Households

Household j](0,1) solves the following problem:

Max €, 38 exp(vmn(ct(j)—fccH(j»+5|n(1—n(j»+ﬁ(9t(nj‘ ]

R
Subject to
M)+ B () + o b [ (b s s =
e (J)
M () + 0B () + 0+ )20 4 iy (s, ids+W (3 (1)+ D, +T, - R, ()
(A1)
o . : : , B (1) B ()
Qt(]) = Mt—l(J)+Tt +(1+It—l)Bt—1(J)+(1+If,t—1) _Bt(J)_— (A2)
C, =Cl . Cnr (A3)
Py pLY
t: Mt N,t_ (A4)
y'a-ytr

where the variables are defined as in the text. The household chooses cy, ¢y, 2, M, B,
b(s) and B; to solve the maximisation problem.

To solve this problem we substitute the definitions of aggregate consumption and the
aggregate price level into the utility function, the budget constraint and the definition of



‘money’ (A2). We let the Lagrange multipliers on these two constraints be denoted
A1 and Ay, respectively. Suppressing the j index throughout, we differentiate to get:

yexpw) (S | (e exp(le)

L-pyexpv)(Ce | o) exp(vm)

A+ Ape = BA+IDE Ay + A5 (A7)

Alt +A2t - /\1t+1 +A2t+l

;:IB(]_+|“)Et e[— (A8)
_x(a)”

AZ"‘R (PJ #9)
IBE'[( T 2t+1) (A10)

The choice of the nominal wage discussed in section 2.3.2. Thefirst order condition is:

> o A+ )W) _
E - 1+6 All
t;(ﬁ%) |: P lt+s ( )1 ht+s( ) ht+s(]) ( )

t+s

Equation (A12) features the real marginal utility of consumption, A, , which isrelated to
the marginal utility of nomina consumption in asimple manner: A, = PA,. Thisis
discussed in more detail below.

Non-Traded Sector

As described in section 2.3.1 producer k[J(0,1) in the non-traded sector choose pricesto
solve the following problem.

(<1+ )Py (K)

max Et z (ﬁ% ) ) /\1,t+j

j=0

P

t+]

t+] ]yN L+ (k)



) _(1+6N)
(147 Py, (k)J "
P Nt+j "

N,t+]j

subject to yy . (K) =[

Thefirst order conditionis:

_QN (1+ ﬂ)j PN,t(k)
P

t+]

Eﬁ(ﬁ%)"/\l,tﬂ-( +(1+6, )vﬁ,-]yw (k)=0. (A12)

Thereal unit cost, V, in units of final consumption is given by:

Fﬁ,t+$

t+s t+s

Vies = min{VF\)/t+S hy s (K) + lN,t+s(k)} subject to Ay 1oy s (K) ™ Iy 10 (K) ™) =1

The first order conditions to this problem imply that:

ﬂ_ O'N INt(k)

P, 1-a, hy(k)’

for al k[J(0,1) at all datest. Because non-traded producers are price takersin the factor
market, the equilibrium ratio of intermediates to labour is constant across firmin this
sector:

W, _ Oy I
Pl,t 1—0’N hN,t

(A13)

The constancy of the intermediate:labour ratio implies that the aggregate output in the
non-traded producersis given by:

11+6y

M1
Yae =| [V (140 dic
LO

146y,

!
Yae =| [V (14 dic
0

1
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&)1
Yar = Avchii e (A14)
The minimised unit cost for all firmsin the non-traded sector is found to be:

WaN P 1-ay
V, = — 1 _ (R ) - (A15)
ay @-ay)™ AR

Export sector

As described in section 2.2.2 exports are produced using a Cobb-Douglas technology:
Yo = Al (A16)

Efficient production implies that factor demands are given by:

1-ay
|
Wt :axAx,{AJ (a17)
F)X,t hX,t
P h, )™
:<1—ax)Ax,{ﬂJ (Al8)
F)X,t IX,t

Export demand is:

p. "
X, :(e‘ f") Yo, (A19)
R
I nter mediate goods sector

Producers in both the non-traded and export sectors purchase imported intermediates
from retailers who solve a pricing problem described in section 2.3.1. The first order
condition is:



Et‘li(ﬁﬂ)sl\l,ns(_el @+ 7T)5P|,t(k) + (1+9| ) Pl,t+s

P

]y. ws(K)=0 (A20)
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Final imports sector

The first order condition for the pricing problem of retailers of final imported goodsis
given by:

-6, (1+Pn)sPM,t(k) +(1+6,) PQF:, ]yM,Hs(k) =0. (A21)

t+s +s' t+s

£ (5a )SAM[

Government

The government operates monetary policy by setting nominal interest rates according to a
rule (described below) and prints as much money asis demanded at this level of nominal
interest rates. Any seignorage revenue is distributed as alump-sum transfer to
consumers. For simplicity, we assume a zero supply of domestic bonds. Hence:

M,-M_, =T, -1,. (A22)

Market Clearing

We have the following market clearing conditions in factor markets, goods markets and
asset markets:

h =h,, +hy, (A23)
Cnit = Yt (A24)
Xy = Y (A25)

j j b,(s, j)dsdj =0 (A26)



Net foreign assets

The evolution of net foreign assets can be found by evaluating the household’ s budget
constraint (A2) at market equilibrium and then aggregating across households. As
discussed in section 2.4, the net foreign asset position (under our assumptionsthisis
equal to the domestic holdings of foreign bonds) is non-stationary. To deal with this
problem we do not include this equation in our system. Instead we use the equation to
substitute foreign bond holdings out of the definition of ‘money’ (A3).

Annex B: Flexible-price steady state

We use the following notation. V ariables without time subscripts are the steady state
values. Lower case |etters represent nominal variables expressed relative to the CPI (we
also define the real value of foreign bond holdings as b=B/eP). We express nominal
variables relative to the general price level in order to solve for steady state variables that
are not trended (in steady state all nominal variables will follow the same trend path). In
addition, the Lagrange multipliers A, and A, are homogenous of degree -1 so we scale

them by the CPI, to give stationary multipliers A, = PA, and A, = PA,. Throughout we

use the real exchange rate definition, g, = e}‘DP‘ .

t

To construct a steady state, we first assume that all domestic nominal variables are
growing at an annual rate of 2.5%. This means that, in steady state, the government is
meeting an inflation target of 2.5%. For simplicity, we also assume that the steady state
growth of foreign nominal variablesis 2.5%. Theimplied steady state value of nominal
interest rates at home and abroad will be given by:
=i, = 1+7n
B
In what follows, we use equations (A23) and (A27) before evaluating the steady state.
We assume that steady state taxes are set to exactly offset steady state dividends. Finally,
we choose a flexible price equilibrium so that, although price setters retain some
monopoly power, they ssmply set prices as a mark up over unit costs.

1.

Then, the first order conditions imply the following equations defining steady state values
of the variables:
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Cn = Yn
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X =yy

Annex C: A log-linear representation of the model

(A42)

(A43)

(A44)
(A45)
(A46)
(A47)

(A48)

To solve the model we log-linearise the first order conditions of the model around the
non-stochastic steady state defined by equations (A27) to (A48). Asdescribed in the
main text we use (A2) evaluated at market equilibrium to substitute foreign bond
holdings out of the model. Asin Annex 2, we also substitute out for taxes, transfers and
dividends. Log-linearising the consumers' first order conditions (equations (A5) to

(A210)) givesus:
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where for any variable x, X = In(ﬁj where x isits steady state value and {isan
X
exogenous ‘foreign exchange risk premium’ shock.
The definition of Q (equation (A3)) becomes:
~ m,. wh~ wh. C .
O -—Mm+—h +—wW —+—¢& =0. A55
MR - (AS5)
The definitions of consumption and the price indices are:
€ =Wy, + A=y, (A56)
0:M3M,t +(1_y)ﬁN,t' (A57)

Wage setting is given by the following two equations (the derivation follows Erceg et al
(1999, p25)).

A = e, +- LT EIATBGIN B (376 ) Bh) 3
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Pricing decisions by non-traded goods producers are described by:
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Efficient production by non-traded producers implies that:

9N,t = AN,t +aNhN,t +(1_aN)| Nt*
Thefirst order conditions for export producers become:
VAVt - f)X,t _AX,t _(1_ax)| Xt +(1_ax)hx,t =0,

Pt = Px; _AX,t +aXIX,t +aXhX,t =0.

Export production is given by:

9X,t - Ax,t —ay ﬁx,t - (1_ax)|Ax,t =0.
Export demand can be written as:

)Zt +’7(jt +’7ﬁx,t _byF,t =0.

Pricing of intermediates is described by:

~ ~ 1- 1- o
0B = fE AP, + T4 ); Pr)e b,

_a-@)a-Ba) o _@-a)a-pa) .
ﬂ t-1Ht t=1 M1t

f)l,t = ﬁl,t—1+API,t _ﬁt-

Pricing of final imports is described by:
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The relevant market-clearing conditions can be written as:

D+ R R =0, (A73)
h h

6N,t - 9N,t =0, (A74)
X, =9y, =0. (A75)

Together with some obvious lag identities and |og-linearised definitions (for example the
GDP identity) the model can be cast in the form of equations (22) and (23) in the main
text. The calibration of the forcing processes is described in section 3.2 of the main text.
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