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Abstract: Price inflation in the U.S. economy has been remarkably stable over the
past 25 years, in spite of large fluctuations in real economic activity. This observa-
tion has led some to believe that the Phillips curve has flattened. We argue that this
viewpoint may be premature unless one accounts explicitly for all supply-side varia-
tion in data. In fact, we show that it is crucial to control for an entire array of supply
shocks (and not only cost-push shocks) when evaluating alternative explanations for
the puzzling behavior of inflation. Equipped with a combination of New Keynesian
theory and SVAR models, we decompose the unconditional variation in data into the
components driven by demand and supply, respectively. This allows us to conduct a
simple yet novel accounting exercise, which reveals that the Phillips curve remains
relatively stable once supply shocks are properly controlled for. The demand curve,
in contrast, has flattened substantially. Our results are fully consistent with an expla-
nation based on a more aggressive monetary policy response to inflation.
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1 INTRODUCTION

Since the mid 1990s price inflation has remained remarkably stable in the United States,
even in presence of large cycles in economic activity, as shown in Figure 1. This tendency
has been even more pronounced in the years preceding the COVID recession. During
the pre Great Recession boom, inflation was stubbornly stable, barely above 2 percent.
During the Great Recession, in face of the largest decline in real economic activity since
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the Great Depression, inflation (measured with the GDP deflator) declined by only one
percent. In the aftermath of the Great Recession, real economic activity recovered (al-
beit slowly), unemployment reached a 50-year low slightly under 4 percent but inflation
remained consistently below 2 percent.

Why has inflation been so stable? At least three resolutions have been proposed to
solve the puzzle. The first (and perhaps most widely accepted) explanation points to-
wards a decline in the slope of the Phillips curve, as documented by Ball and Mazumder
(2011), Blanchard (2016), Stock and Watson (2019) and Del Negro, Lenza, Primiceri,
and Tambalotti (2020) among others. Explanations for such a flattening include global
factors, such as increased import competition, rising market concentration and changes
in the network structure of the US production sector (cf. Forbes (2019), Obstfeld (2020),
Heise, Karahan, Şahin, et al. (2020), Rubbo (2020) and Ascari and Fosso (2021) among
others) or the heterogeneity of financial conditions across firms (cf. Gilchrist, Schoenle,
Sim, and Zakrajšek (2017)). In such a scenario, demand shocks have large effects on
real economic activity but barely affect inflation. A second explanation, possibly comple-
mentary to the first, highlights the role of monetary policy that may have become more
aggressive over time with respect to achieving inflation stability (McLeay and Tenreyro
(2020)). According to this view, the Phillips curve is alive and stable but demand shocks
leave no footprint and generate limited fluctuations in inflation (but also in measures of
slack in the economy). A third possibility is that the correlation between inflation and real
economic activity declines because the relative importance of demand and supply shocks
has changed (Galı́ and Gambetti (2009), Gordon (2013) and Hobijn (2020)). One could
imagine that supply shocks became more important over time or more concentrated in
specific periods, as it was the case for oil shocks in the aftermath of the Great Recession
(Coibion and Gorodnichenko (2015)). Under that view, inflation may co-move less with
real economic activity even if both the Phillips curve and the behavior of monetary policy
are perfectly stable. We refer to these three broad explanations for the stability of inflation
as the slope hypothesis, the policy hypothesis and the shock hypothesis.

In this paper, we run a horserace between the three main explanations of the inflation
puzzle. In order to achieve our goal, we estimate a simple bivariate Structural Vector
Autoregression (SVAR) model identified with sign restrictions. We use data on the GDP
deflator and on the measure of the output gap computed by the Congressional Budget
Office (CBO) to identify demand and supply shocks. Such a simple model is sufficient
to disentangle the three explanations if combined with insights derived from the simple
three equation New Keynesian model summarized in the textbook by Galı́ (2008). The
only modification from the textbook model is that we define the output gap in deviation
from trend (or steady state), and not in deviation from the flexible prices equilibrium,
to better match its empirical proxy computed by the CBO. Our main result is that the
policy hypothesis is the winner of our horserace: according to our results, inflation has
not moved much over recent years simply because the Federal Reserve has prevented
inflation (or deflation) to materialize.

We argue that identifying both demand and supply shocks and inspecting changes in
their transmission mechanisms is crucial to obtain our evidence in favor of the policy
hypothesis. In fact, standard New Keynesian theory provides clear testable implications
to disentangle the three stories based on the conditional correlations between inflation
and output gap in response to demand and supply shocks. Let us consider first the slope
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Figure 1: The evolution of inflation and the output gap
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story and imagine a decline in the slope of the New Keynesian Phillips curve. The New
Keynesian model implies that the conditional correlation between inflation and the output
gap should decrease in response to a demand shock. Given the lower slope of the supply
curve, a demand shock will have larger effects on real economic activity and lower effects
on inflation. In contrast, the conditional correlation between inflation and output gap is
unaffected in response to a supply shock. In fact, the impact of a supply shock is deter-
mined by the slope of the aggregate demand curve which is unchanged under the slope
hypothesis. The opposite pattern arises if the monetary policy authority starts responding
more aggressively to inflation. The conditional correlation between inflation and output
gap does not change in response to demand shocks, although the volatility of the two
variables decreases and reaches the Divine Coincidence limit in the case of strict infla-
tion target. In this case, however, the conditional correlation is expected to decline, i.e.
to become less negative, in response to supply shocks: a supply shock will have limited
effect on inflation (because of the endogenous monetary policy response which leads to
a flattening of the IS curve) but large effects on the output gap, as long as the output gap
is measured in deviation from trend. Finally, if the volatility of shocks changes none of
the two conditional correlations is expected to change since the propagation of shocks
is unaffected. Only the unconditional correlation will change. All in all, the slope story
implies a change only in the conditional correlation to demand shocks, the policy story
implies a change only in the conditional correlation to supply shocks while the shocks
story implies no change in both correlations.

In addition, the basic New Keynesian model has some testable implications also in
terms of volatilities. As already mentioned, aggregate demand shocks have a larger ef-
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fect on output if the supply curve is flatter. In contrast, aggregate demand shocks have
a smaller effect on output if the demand curve is flatter (and no effect at all under the
limiting case of strict inflation targeting). Therefore, aggregate demand shocks should ex-
plain a larger share of output volatility under the slope story and a smaller share of output
volatility under the policy story. Note, however, that changes in the relative importance
of shocks for output could also be rationalized by the shocks story. In that sense, only the
implications for the slopes (conditional correlations) are mutually exclusive and jointly
exaustive.

We estimate our simple bivariate SVAR model over two adjacent sample periods
(1968:Q4-1994:Q4 and 1995:Q1-2019:Q4) in order to inspect changes in the propagation
of shocks and compare them with predictions from theory. We decompose fluctuations in
the data into two components: one driven by demand shocks and one driven by supply
shocks. Such a historical decomposition allows us to compute the correlation between
inflation and the output gap conditional on the two shocks. These conditional correlations
correspond to the slopes of the regression lines fitting the cloud of data points generated
by the two shocks. We find three results that can be directly compared with the theoretical
predictions of the New Keynesian model. First, the conditional correlation between infla-
tion and the output gap in response to demand shocks hardly changes at all between the
two samples. Second, the conditional correlation between inflation and the output gap in
response to supply shocks is substantially reduced in the second sample. Put differently,
supply shocks have larger effects on real economic activity and more limited effects on
inflation. Third, demand shocks are less important in the variance decomposition for the
output gap in the second part of the sample. All these three results are consistent with
the policy hypothesis and survive a battery of sensitivity checks. In particular, our results
are confirmed when we include alternative measures of inflation or real economic activity
in the SVAR and when we consider larger specifications of the SVAR including data on
inflation expectations or the interest rate.

We are definitely not the first highlighting the crucial role of supply shocks for infla-
tion dynamics (cf. Hobijn (2020) and Gordon (2013) among others). Our contribution
is to show that changes in the transmission of supply shocks can be as informative as
changes in the transmission of demand shocks to explain the inflation puzzle. In addition,
we stress that it is important to control for all supply shocks while the literature often
controls only for a very specific kind of supply shock, the so-called price mark-up shock.
We show that the residual in the Phillips curve equation is a combination of all supply
shocks if the output gap is measured in deviation from a smooth trend, as it is the case
for the CBO measure of the output gap (cf. Coibion, Gorodnichenko, and Ulate (2018)).
The residual is equivalent to a mark-up shock only when the output gap is defined as the
welfare relevant concept in the New Keynesian literature, which is very different from the
trend concept used in empirical work.1

Our paper contributes to the empirical literature studying the drivers of the connec-
tion between inflation and real economic activity. Traditionally, most papers discuss ap-
proaches and challenges to the estimation of the New Keynesian Phillips curve in a single

1In the New Keynesian model potential output does not necessarily respond smoothly to shocks as does
the CBO estimate of potential output (as shown by Coibion et al. (2018)). Technology and labor supply
shocks, for example, move potential output more than actual output in the standard New Keynesian model
(see Bilbiie and Melitz (2020) for an extension with entry and exit which does not feature that property).
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equation framework (cf. Galı́ and Gertler (1999), Sbordone (2002) and Kleibergen and
Mavroeidis (2009) among many others). However, Mavroeidis, Plagborg-Møller, and
Stock (2014) highlight how estimates of Phillips curve parameters are subject to a weak
instrument problem and conclude that new datasets and new identification approaches are
needed to reach an empirical consensus.

In terms of new data sets, Imbs, Jondeau, and Pelgrin (2011) estimate Phillips curves
at the sectoral level using French data and then derive implications for monetary policy.
More recently, several papers rely on regional data. Hazell, Herreno, Nakamura, and
Steinsson (2022) estimate the slope of the Phillips curve in the cross section of U.S. states
using newly constructed state-level price indexes for non-tradeable goods. They find only
a modest decline in the slope of the Phillips curve since the 1980s. In addition, they use
a multi-region model to infer the aggregate slope and conclude that there is no missing
disinflation or missing inflation over the most recent business cycles. The same result is
found by Fitzgerald, Jones, Kulish, Nicolini, et al. (2020) using city-level and state level
data for the US while Beraja, Hurst, and Ospina (2019) combine regional and aggregate
data to investigate the connection between wages and unemployment with a special focus
on the slope of the wage Phillips curve.

In terms of new identification strategies, the literature has developed to find better in-
struments to estimate the Phillips curve. Barnichon and Mesters (2020) use as instruments
independently identified structural shocks rather than predetermined variables. They esti-
mate the Phillips curve using monetary shocks as instruments and find that conventional
methods substantially underestimate the slope of the Phillips curve. A few recent papers
have taken a multivariate approach using SVAR models to isolate the variation in the data
due to demand shocks. A prominent example is Del Negro et al. (2020) who show that
inflation barely reacts in the post 1990s sample in response to shocks to the excess bond
premium, i.e. shocks that propagate through the economy like a typical demand shock,
while it used to significantly respond before. Relatedly, Ascari and Fosso (2021) estimate
a SVAR with common trends and find evidence of a lower response of inflation to busi-
ness cycle shocks in recent years because of limited pass-through from wages to prices.
A benefit of our set-up with respect to the above mentioned papers, is that we can evalu-
ate all the three main explanations for the inflation puzzle in a unified framework based
on the mutually exclusive implications derived from the theoretical model.2 The paper
closest to us is perhaps Galı́ and Gambetti (2019) who use a SVAR to purge the data from
the variation induced by wage mark-up shocks to estimate the slope of the wage Phillips
curve. Based on our argument on the measurement of the output gap, we argue that it is
important to control for the variation induced by all supply shocks.

The rest of the paper is organized as follows: Section 2 discusses the structural rela-
tionship between output and inflation using a textbook New Keynesian model. Section 3
describes our methodological approach, Section 4 documents the main empirical results.
Section 5 provides robustness tests, while Section 6 concludes.

2Historically, the VAR approach has been used mainly to study the long-run trade-off between inflation and
unemployment (cf. King and Watson (1994), Cecchetti and Rich (2001), Benati (2015), Barnichon and
Mesters (2021) and Ascari, Bonomolo, and Haque (2022)).
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2 THEORETICAL DISCUSSION

We start with a log-linearized, textbook New Keynesian model (see Woodford (2003) and
Galı́ (2008) for further details) and then briefly look at some extensions. The model is
summarized below:

yt = Etyt+1 −
1

σ
(it − Etπt+1 − ut) (1)

yt = at + nt (2)
wt = ψt + σyt + φnt (3)
mct = wt − at (4)
πt = βEtπt+1 + λmct + zt (5)

Conditional on monetary policy and exogenous disturbances, these five equations char-
acterize the dynamics of five endogenous variables, all defined in log deviations from
their respective steady state (or equivalently, from trend) values: the output gap yt, hours
worked nt, the real wage wt, real marginal costs mct, and price inflation πt. The variables
at, ψt, and zt are interpreted as a productivity shock, a labor supply shock, and a cost-push
shock respectively. ut is a demand shock or discount factor shock. All parameters have
the usual interpretation, including λ = (1−θ)(1−βθ)

θ
, with θ being the Calvo probability in

any given period of not being able to adjust the price. The model is closed with a speci-
fication of monetary policy. As a baseline, we assume that the nominal interest rate it is
determined by a simple Taylor rule:

it = ϕππt + ϕyyt +mt (6)

mt is interpreted as a monetary policy shock. One can simplify the model by inserting for
equations (2)-(4) into (5) and arrive at the canonical New Keynesian Phillips curve:

πt = βEtπt+1 + κyt + st, (7)

where st = zt+λψt−λ (1 + φ) at collects the three supply shocks. Our object of interest,
the slope of the Phillips curve, is given by κ = λ (σ + φ). A flattening of the structural
Phillips curve amounts to a decline in κ.

Important for our purpose, the model equations are derived as approximations of the
log-linear deviations from steady state or trend, not from the counterfactual equilibrium
under flexible prices. While the flex-price equilibrium gap of output is important for
welfare and appears frequently in textbooks, we believe that output in deviation from
some trend is more in line with the operational definitions used by statistical agencies.
The measure of potential output published by the CBO, for example, is a slow-moving
variable rather than an erratic series driven by short-term fluctuations. It is exactly the
latter one would expect, had one defined potential as the flex-price outcome. Our choice
to focus on trend gaps has important implications for the Phillips curve, as all three supply
shocks enter it directly.3 Thus, with this output gap definition the divine coincidence
(Blancard and Gali, 2007) seizes to hold, and we need to control for all supply shocks

3Only the cost-push shock enters the Phillips curve if we consider output in deviation from its counterfactual
when prices are flexible. The other supply shocks are part of flex-price output in this case.
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when estimating equation (7). Finally, note that the two demand shocks ut and mt do
not enter the Phillips curve. This illustrates that demand shocks may serve as valid and
relevant instruments for yt.

In order to discuss the challenges associated with estimation of κ, and to highlight our
proposed identification strategy, we find it instructive to work with the model’s solution.
To this end we collect the two demand shocks in dt = mt − ut and impose the heroic
assumption that dt and st are independently and identically distributed with variances σ2

d

and σ2
s , respectively.4 Analytical solutions for output and inflation follow:

yt =
1

σ + ϕy + κϕπ
(dt − ϕπst)

πt =
1

σ + ϕy + κϕπ
[κdt + (σ + ϕy) st]

Suppose that we estimate, by OLS, the simple regression equation

πt = γyt + εt

using the unconditional data generated from this stylized model. Given the analytical
solutions, the estimator given by γOLS ≡ cov(πt,yt)

var(yt)
can be written in closed form as

γOLS =
κ (σ2

m + σ2
u)− ϕπ (σ + ϕy)σ

2
z −

ϕπκ2(σ+ϕy)

(σ+φ)2
σ2
ψ − ϕπκ2(σ+ϕy)(1+φ)

2

(σ+φ)2
σ2
a

σ2
m + σ2

u + ϕ2
πσ

2
z +

(
ϕπκ
σ+φ

)2

σ2
ψ +

(
ϕπκ(1+φ)
σ+φ

)2

σ2
a

=
κσ2

d − ϕπ (σ + ϕy)σ
2
s

σ2
d + ϕ2

πσ
2
s

,

where σ2
d = σ2

m + σ2
u represents the total variance of demand side shocks, and σ2

s =

σ2
z +

(
κ

σ+φ

)2

σ2
ψ +

(
κ(1+φ)
σ+φ

)2

σ2
a represents the total variance of supply side shocks. Note

that σ2
s is a function of κ, an observation that we will exploit later.

What can γOLS tell us about κ? A couple of implications can immediately be drawn
from this simple model: first, the estimator based on unconditional data, given by

γu =
κ− ϕπ (σ + ϕy)

σ2
s

σ2
d

1 + ϕ2
π
σ2
s

σ2
d

,

is almost surely biased downwards relative to κ. The bias stems from two supply driven
sources of variation: (i) the variance in yt given by ϕ2

πσ
2
s , and (ii) the negative covari-

ance between πt and yt, given by −ϕπ (σ + ϕy)σ
2
s . Second, the bias might evolve over

time. Suppose that one decides to estimate the Phillips curve over different sub-samples
of unconditional data. Then, one may erroneously conclude that the Phillips curve has
flattened even when the true slope κ has remained unchanged. For example, one may

4This i.i.d. assumption greatly simplifies the notation. It is, however, relaxed in the appendix where we
instead consider the more common assumption that shocks follow separate AR(1) processes. None of our
conclusions are altered in this case.
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reach this conclusion if the stance of monetary policy has changed towards stricter infla-
tion targeting (ϕπ ↑), or if supply shocks have become more volatile relative to demand
shocks ((σ2

s/σ
2
d) ↑). In fact, it is clear from the expression above that unconditional data

deliver an inherent identification problem: there is indeed no way to distinguish a change
in κ from changes in policy or shocks, based on estimates of γu.

2.1 CONDITIONAL SLOPE REGRESSIONS

It is only when σ2
s = 0, i.e. when all variation in the data due to supply shocks is filtered

out, that the potentially time varying bias is neutralized. This brings us another lesson:
suppose that we are able–somehow–to purge the data for all variation due to supply side
shocks. The estimator conditional on demand shocks follows:

γd = κ

This estimator is unbiased: if we somehow are able to trace changes in γd, then it seems
reasonable to attribute those to changes in the structural Phillips curve slope κ. The stance
of policy, or the composition of shocks, play no role for γd in our framework. Next,
suppose that we are able–somehow–to purge the data for all variation due to demand side
shocks. The estimator conditional on supply shocks follows:

γs = −σ + ϕy
ϕπ

This estimator is purely a function of the two policy parameters and σ, all of which are
important for the responsiveness of demand to prices. Stricter inflation targeting, in par-
ticular, shifts γs up towards zero. Changes in the Phillips curve slope or in the composition
of shocks play no role for γs in our framework. The fact that both γd and γs are indepen-
dent of shock volatilities allows us to ignore the role of κ for σ2

s . Moreover, it allows
us to formalize and set apart a third explanation, the shocks story: a rise in the relative
importance of supply shocks has no effect on our conditional regression slopes, and it is
the only explanation among those considered that has this particular property.

Figure 2 illustrates the implications from our discussion so far, and serves to high-
light a number of testable predictions pursued in this paper. In the figure we report a
battery of scatter plots with data simulated from the theoretical model. Scatter plots are
augmented with simple regression slopes.5 Each column in the figure represents a sep-
arate explanation–the slope story is demonstrated in the first column, the policy story in
the second, and the shocks story in the third.6 Each row represents a particular dataset–
unconditional data augmented with γu are shown in the first row, data conditional only
on demand shocks and augmented with γd in the second, and data conditional on supply
shocks and augmented with γs in the third. Note that, in each column, the scatter plots in

5The model’s parameters are set to standard values: the baseline calibration includes β = 0.99, σ = 1,
φ = 2, ϕπ = 1.5, ϕy = 0.125, and θ = 0.75. The standard deviations of shocks are set to σu = σd = 1,
σa = σψ = 0.2, and σz = 0.05 respectively. We let each of the shocks follow an AR(1) with an
autoregressive coefficient equal to 0.75.

6The slope story is illustrated with a rise in the Calvo parameter from 0.75 in sample one (blue) to 0.875 in
sample two (red). The policy story is shown as a rise in ϕπ from 1.5 to 2.5 across the samples, while the
shocks story is a decline in the volatility of demand shocks, from 1 to 0.65.
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Figure 2: Three alternative explanations – simulated data
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the second and third rows sum to the unconditional scatter plot in the first row. Consider
first the slope story. In this case the following applies: if the observed weakening of the
statistical relationship between output and inflation (first row) is predominantly a conse-
quence of a flatter Phillips curve slope κ, then we should see a decline in γd (second row),
combined with a relatively stable γs (third row). If, instead, the weakened relationship is
predominately driven by stricter inflation targeting, then we should find a relative stable
γd over time, combined with a flattening (towards less negative values) of γs. Finally, if
the main explanation is that supply side shocks have become more volatile relative to de-
mand side shocks, then we should find relatively stable estimates of both γd and γs across
sub-samples. The three alternative explanations are both mutually exclusive and jointly
exhaustive in our framework. That is, given a weakened relationship between output and
inflation, we must see it in either one of the two slopes or in a change in the shock com-
position. Of course, in practice it is likely that a linear combination of the three stories
can best describe data. We quantify the relative importance of each story in the empirical
section.
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2.2 CONDITIONAL VARIANCES

While the slope regressions introduced above provide us with a useful apparatus to disen-
tangle the competing explanations, we also acknowledge their limitations. Perhaps most
importantly, a flattening of γs is strictly speaking just a flattening in the IS equation in (1).
As such, it may come about from changes in financial markets, or other... However, to
further asses changes in the slope of demand we proceed by decomposing the variance of
output. This variance decomposition leaves us with the following expression:

V D (y|d) = σ2
d

σ2
d + ϕ2

πσ
2
z +

(
ϕπκ
σ+φ

)2

σ2
ψ +

(
ϕπκ(1+φ)
σ+φ

)2

σ2
a

V D (y|d) is the share of the total variance in output that is attributed to the two demand
shocks.7 It follows that we can exploit this variance decomposition to further disentangle
the competing explanations: if the slope story (κ ↓) is true, then we should observe a rise
in V D (y|d), i.a. a more important role for demand shocks over time. The policy story
(ϕπ ↑), in contrast, implies a decline in V D (y|d). These implications for conditional
variances are also visible in Figure 2. When comparing sub-samples, we see that the
demand shocks become relatively more important for output when the slope story applies,
while the opposite is true for the policy story. A decline in the role of demand for output
is naturally also the results given by the shocks story. However, the shocks story would
imply a constant estimate of γs, as emphasized earlier. In the appendix, we show that our
results hold also in a richer model with several bells and whistles added to the system.
Moreover, we show that the results do not depend on our abstraction from expectations.

3 EMPIRICAL APPROACH

The empirical approach we pursue in this paper is essentially a two-step procedure: in
the first step, referred to as the filtering step, we decompose the data into two compo-
nents driven by demand and supply shocks, respectively. This is done with SVAR mod-
els estimated with Bayesian techniques over the adjacent samples 1968:Q4-1994:Q4 and
1995:Q1-2019:Q4. In the second step, referred to as the regression step, we perform our
joint test on slopes and variance decompositions to evaluate the merits of the three pro-
posed explanations for the inflation puzzle. We thus run regressions on the filtered data in
order to make inference about the conditional relationship between output and inflation in
both samples. In addition, we inspect variance decompositions across samples.

The structural representation of our simple VAR model can be written as follows:

B−1Yt =

p∑
k=1

ZkYt−k + εt

Y is a vector of size n, B ∈ Mn×n(R), and Zk ∈ Mn×n(R) are the matrices of structural
parameters, and εt ∈ Rn is the vector of structural shocks with εt ∼ MVN (0, In). We

7A further decomposition into the two different demand shocks would lead to the same expression for each
of the shocks, except that σ2

d in the nominator would be replaced with either σ2
m or σ2

u, respectively.
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Table 1: Sign restrictions - VAR models

(A) Baseline SVAR Demand ↑ Supply ↓
Inflation + +
Output gap + -

(B) SVAR with policy shocks Demand ↑ Supply ↓ Monetary Policy ↑
Inflation + + +
Output gap + - +
Interest (or shadow) rate + ⋆ -

(C) SVAR with inflation expectations Demand ↑ Supply ↓ Residual
Inflation + + +
Output gap + - ⋆
Inflation expectations + + -

Note: Restrictions are imposed only on impact. ⋆ means that no restriction is imposed.

assume that all the roots of the model’s characteristic polynomial lie outside the unit disk,
so that the VAR model is stationary. Our baseline VAR contains two variables:

Yt = (πt, yt)
′

where πt is inflation measured using the GDP deflator and yt is the output gap computed
by the CBO.

We estimate the SVAR model with four lags and a constant on quarterly data. We
use Bayesian methods with standard natural conjugate (Normal-Wishart) priors. More-
over, we specify flat priors for the reduced form parameters in order to remain agnostic
about the data generating processes. We also impose sign restrictions on impact using
the QR decomposition algorithm proposed by Arias and Waggoner (2018) to identify
the structural shocks. This algorithm enables to draw from a conjugate uniform-normal-
inverse-Wishart posterior distribution over the orthogonal reduced form parameterization
and then to transform the draws into the structural parameterization. This procedure is
continued until we have obtained 10, 000 draws that satisfy the imposed sign restrictions.

Sign restrictions are specified in Table 1. Panel A summarizes our identification
scheme, which disentangles demand shocks from supply shocks based on the co-movement
between inflation and the output gap. In some robustness tests we extend the baseline
VAR by adding interest rates. Panel B reports how we identify an additional demand
disturbance–a monetary policy shock–in those cases. Finally, in some specifications we
include inflation expectations. Then we follow the identification scheme shown in Panel
C. The last shock is treated as a residual shock which, in contrast to conventional de-
mand and supply shocks, implies negative co-movement between inflation and inflation
expectations.

We use the SVAR model as a filtering device to isolate the variation in historical data
due to supply and demand shocks, respectively. Thus, we are essentially interested in
historical decompositions. Given that our model is set identified, each of the 10, 000 ac-
cepted draws will be associated with a different historical decomposition (and also with
a different variance decomposition). In order to summarize this information into one de-
composition of the unconditional data, we proceed by choosing, for each point in time,

11



Figure 3: Empirical scatter plots

(a) Unconditional data

(b) Conditional on demand (c) Conditional on supply

Notes: Unconditional data vs. conditional data obtained from the estimated SVAR model. Correspond-
ing slope estimates are provided in Table 2.

the posterior median decomposition. The final outcome of this exercise is one historical
decomposition, with each observation representing the median across the 10, 000 alter-
native models. In a similar fashion, we obtain one a summary measure for the variance
decomposition.
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4 RESULTS

This section presents estimates for conditional correlations and conditional variances, i.e.
the empirical counterparts of the statistics discussed earlier in the textbook three-equation
New Keynesian model.

4.1 FROM UNCONDITIONAL TO CONDITIONAL CORRELATIONS

In order to estimate the unconditional and conditional correlations between inflation and
the CBO output gap, we consider the following simple regression equation:

πt = c1 (1 +Dtδc) + γ1 (1 +Dtδγ) yt + ut (8)

As in previous sections we denote inflation by πt, and the output gap by yt. The dummy
variable Dt, which is equal to one in the second sample (and zero otherwise), allows us
to separately estimate output gap coefficients across samples. In particular, we denote the
slope coefficient in the first sample by γ1, and the slope coefficient in the second sample
by γ2 = γ1 + δγ . A weakened relationship between output and inflation is captured by a
negative value of δγ .

In order to assess the competing explanations for a flatter statistical slope, we estimate
equation 8 both on unconditional data and on conditional data generated by the SVAR
model in the filtering step. Put differently, we contrast the unconditional estimates γu,1
and γu,2 with the estimates based on conditional data across the two samples. That is,
we obtain γd,1 and γd,2 from data purged for supply shocks, and γs,1 and γs,2 from the
data purged for demand shocks. This leaves us with a set of estimated slope coefficients
which, when evaluated jointly, allows us to test the different explanations in a common
framework.

As a reference, we start with a discussion of the unconditional data which are pre-
sented in the scatter plot in Figure 3a. The horizontal axis measures observations of
CBO’s output gap, the vertical axis measures inflation in the GDP deflator (plotted in
deviation from its mean πt − c1 (1 +Dtδc)). The scatter plot is augmented with the re-
gression lines which represent the sample specific, unconditional slope coefficients γu,1
and γu,2.

Panel A in Figure 3 illustrates a significant decline in the slope coefficient estimated
on unconditional data. Quantitatively, the estimated slope is γu,1 = 0.26 during the sam-
ple period 1969Q1-1994Q4, but only γu,2 = 0.12 during the period 1995Q1-2019Q4.
Thus, we observe a decline of more than 50% in the unconditional slope in the second
sample. As stated earlier, this decline is in line with a large, yet growing literature empha-
sizing the weakened statistical relationship between inflation and measures of economic
activity. At first glance, one may (as several researchers and commentators have done)
reach the conclusion that the weakened relationship comes about from a flatter, structural
Phillips curve. Note also, that the unconditional variance of both inflation and output is
significantly smaller in the latter sample, consistent with the observation that it spans the
lion’s share of the so-called “Great Moderation”.

Panel B in Figure 3 plots the relationship between output and inflation when we con-
dition on the empirical variation attributed solely to identified demand shocks. A number
of important observations emerge: first, the estimated slope conditional on demand is
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Figure 4: Variance decomposition of CBO’s output gap
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substantially higher than its unconditional counterpart. This is reassuring given the likely
downward bias in unconditional slopes, as emphasized earlier. Second, the slope con-
ditional on demand features only a minor decline across samples, from γd,1 = 0.56 to
γd,2 = 0.53. That is, the empirical relationship between output and inflation, which has
weakened substantially in unconditional data, remains relatively constant once we purge
out supply side variation in data. In this sense, we do not find statistical evidence of a
flattening of the Phillips curve. Rather, it seems to be alive and well. Third, the reduced
volatility of both inflation and output carries over when we zoom in on demand driven
variation in data.

Finally, Panel C in Figure 3 shows the results when we condition only on identified
supply shocks. Naturally, once we consider supply side variation only the relationship
between output and inflation turns negative. However, we find large differences in the
conditional slopes across samples. In fact, the slope increases from γs,1 = −0.41 to
γs,2 = −0.09. That is, the demand curve goes from clearly negative to relatively flat. All
in all, we conclude that there seems to be a significant flattening of the slope conditional
on supply, and this flattening is substantially larger than what we find conditional on
demand shocks. To summarize, the evidence reported here points to a flattening of the
demand curve rather than the supply curve.

4.2 CONDITIONAL VARIANCES

We present the variance decomposition in Figure 4 over the two samples. These variance
decompositions are based on the scatterplots presented in Figure 3. Supply shocks, in
particular, explain 40% of the output gap in the first sample, but 61% in the second sample.
An increasing role of supply shocks for the output gap is consistent with the view that
inflation targeting has gained focus for the central bank, and at the same time speaks
against a flattening of the structural Phillips curve. Ceteris paribus we would actually
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expect to see a more dominant role of demand shocks in the second sample, had the slope
of the Phillips curve declined.

4.3 DISCUSSION

Our results on conditional correlations and conditional variances are consistent with a
flattening of the demand curve whose slope is given by γs = −σ+ϕy

ϕπ
in the textbook three-

equation New Keynesian model. The most natural interpretation for such a flattening is
related to a more aggressive response of the monetary policy authority against inflation
(i.e. an increase in the coefficient ϕπ relatively to the coefficient ϕy), consistently with
the estimates presented in the seminal paper by Clarida, Galı́, and Gertler (2000). Inci-
dentally, our results support their explanation of the Great Moderation based on ”good
policy” rather than the alternative based on ”good luck”. Using the taxonomy presented
in Section 2, the ”good luck” interpretation builds on a lower volatility in the shocks’
processes, thus implying unchanged slopes in response to demand and supply shocks. We
find that the slope has indeed changed in response to supply shocks, suggesting that the
“good luck” story, at best, does not provide the full picture.

While the change is monetary policy behavior seems to us the most natural inter-
pretation for our results, it is important to note that an alternative interpretation based
on a higher impact of interest rates on aggregate demand (lower σ) could also explain a
flattening in the demand curve. Such a higher impact could reflect higher opportunities
to smooth consumption induced by a larger asset market participation. However, two
additional implications of our simple New Keynesian model are in contrast with this al-
ternative interpretation. First, a decline in σ should translate also in a decline in κ and
our SVAR does not support this implication. Second, a decline in σ should leave the vari-
ance decomposition unaffected across samples, in contrast with the evidence presented in
Figure 3. This latter observation follows if we substitute κ = λ (σ + φ) into the variance
decomposition of output, given analytically in subsection 2.2. Nonetheless, a potential
role for a decline in σ should be investigated more in depth in future research. While it is
well known that the degree of asset market participation may have a direct impact on the
slope of the demand curve (cf. Galı́, López-Salido, and Vallés (2007), Bilbiie (2008) and
Bilbiie and Straub (2013), the literature has not, as far as we know, considered changes in
asset market participation as a relevant explanation for the inflation puzzle.

Finally, while the mutually exclusive and jointly exhaustive nature of our simple arith-
metics is satisfied in our textbook three-equation New Keynesian model, it may not in
more complex models with imperfect information. For example, the slope of the Phillips
curve may depend endogenously on the stance of monetary policy (cf. Afrouzi and Yang
(2021) and L’Huillier, Phelan, and Zame (2022)). The simplest way to introduce depen-
dency of κ on ϕπ in our framework would be to introduce a working capital channel, so
that the interest rate affects marginal costs directly. However, this would lead to a steeper
Phillips curve slope when ϕπ increases, an implication that seems less relevant in this
context. Nonetheless, it seems clear from our estimates that the conditional correlation in
response to supply shocks has decreased substantially, a point that has is, to the best of
our knowledge, new in the literature.
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Table 2: Robustness exercises

γ̂u γ̂d γ̂s V D(y|s)
S1 S2 S1 S2 S1 S2 S1 S2

(a) 0.26 0.12 0.56 0.53 -0.41 -0.09 0.40 0.61
(b) 0.23 0.21 0.43 0.79 -0.40 0.12 0.28 0.78
(c) 0.14 0.11 0.39 0.50 -0.21 -0.04 0.47 0.71
(d) 0.39 0.14 0.81 0.63 -0.15 -0.04 0.51 0.70
(e) 0.26 0.12 0.40 0.38 -0.62 -0.07 0.22 0.47

0.77* 0.92*
(f) 0.26 0.12 0.39 0.35 -0.63 -0.11 0.22 0.45

0.76* 0.78*
(g) -0.04 0.19 0.25 0.50 -0.36 -0.04 0.43 0.50
(h) 0.26 -0.01 0.57 0.64 -0.41 -0.14 0.41 0.69
(i) 0.26 0.12 0.56 0.39 -0.80 0.06 0.19 0.45
(j) 0.25 0.12 0.50 0.66 -0.46 -0.05 0.19 0.54
(k) 0.44 0.19 0.81 1.02 -0.88 0.04 0.19 0.60

*Conditional on identified monetary policy shocks.

5 ROBUSTNESS

In this section we evaluate the robustness of our main results with respect to alternative
measures of inflation and real economic activity included in the bivariate model. We con-
sider also different sample periods and alternative specifications of the SVAR including
measures of the interest rate (and thus identifying a second demand shock in the form of
a monetary policy shock) or measures of inflation expectations. Results are presented in
Table 2. We have considered the following ten specifications in addition to the baseline
model presented in the previous section:

(a) Baseline as a reference

(b) Cyclically sensitive inflation Stock and Watson (2019) as a measure of inflation

(c) Unemployment rate as a measure of real economic activity

(d) Unemployment gap from u∗ (trend) as a measure of real economic activity

(e) 3-variable VAR with the Federal Funds Rate

(f) 3-variable VAR with the shadow rate as computed by Wu and Xia (2016)

(g) Sample split in 1998Q4 as in Jorgensen and Lansing (2019)

(h) Second sample ends after 2008Q4

(i) Baseline augmented with SPF expectations

(j) Baseline augmented with Michigan expectations

(k) CPI inflation and Michigan expectations
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5.1 ALTERNATIVE VARIABLES

In specification (b) we estimate the bivariate SVAR using the “cyclically sensitive” (CSI)
measure of inflation computed by Stock and Watson (2019). CSI inflation places low
weights on tradable goods and on the least well-measured sectors and high weights on
nontradeable goods and services and on relatively well-measured sectors. In keeping with
Stock and Watson (2019), we find that CSI maintains a relatively strong correlation with
measures of real economic activity in the second sample. In such a context of stability, one
could perhaps expect to find stable slopes also in the conditional relationships. In contrast,
we confirm the flattening in response to supply shocks and a larger role of supply shocks in
the second part of the sample, as in the baseline model. The stability in the unconditional
slope and the flattening in response to supply shocks can coexist only in presence of a
steepening in response to demand shocks. In fact, this is what we find: the estimate for γ̂d
increases from 0.43 to 0.79, thus pointing to a steepening of the Phillips curve.

In specifications (c) and (d) we use the unemployment rate and the CBO measure of
the unemployment gap respectively as indicators of real economic activity. Inflation is
negatively correlated with unemployment unconditionally and unemployment enters with
a negative sign in empirical specifications of the Phillips curve. Therefore, in order to
facilitate the comparison with our baseline model, we switch the sign of all slopes’ coeffi-
cients reported in Table 2. In both specifications, we find a flattening in the unconditional
data, a clear flattening in response to supply shocks and a larger role for supply shocks in
the variance decomposition in the second sample. The specification using the unemploy-
ment rate finds a steepening in response to demand shocks while some flattening (from
0.81 to 0.63) is found when using the unemployment gap. All in all, these specifications
are still consistent with the policy story being the main driver of the inflation puzzle.

5.2 EXTENSION WITH MONETARY POLICY SHOCKS

In specifications (e) and (f) we include the interest rate and the shadow interest rate as
computed by Wu and Xia (2016) respectively into the VAR and also identify a monetary
policy shock driving a negative co-movement between the interest rate and the output gap.
The identification assumptions used in this trivariate SVAR are detailed in panel (b) on
Table 1. One major benefit is that the monetary policy shock acts as a second demand
shifter. In a way, we are decomposing the baseline demand shock into two components.
Interestingly, there is no sign of a decline in γ̂d conditional on monetary policy shocks
(if anything, we find some steepening). Neither is there a decline when we look at the
purified, non-monetary demand shock. Instead, we have a clear flattening of the supply
slope, from −0.62 to −0.07 in specfication (e) and from −0.63 to −0.11 in specification
(f). Finally, the role of supply shocks in the variance decomposition of output doubles in
both specifications. We would likely argue that the model with shadow rates is preferable,
given that the nominal interest rate was stuck at the lower bound period for several years
in the second sample.

5.3 ALTERNATIVE SAMPLE PERIOD

In specification (g) we consider a sample splitting in 1998:Q4. We choose this date be-
cause, as shown by Jorgensen and Lansing (2019), it delivers a negative a correlation
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between the level of inflation and the output gap in the first sample and a positive correla-
tion in the second sample. Uisng our data, the correlation changes sign from -0.04 to 0.19.
According to theory, a more aggressive response of monetary policy against inflation can
reduce the magnitude of the unconditional correlation between inflation and the output
gap but cannot explain on its own the change in sign from negative to positive. This spec-
ification of the SVAR confirms a strong flattening in the slope of the demand curve (from
-0.36 to -0,04), as in our baseline model. At the same time, we estimate a steepening of
the supply curve from 0,25 to 0,5. Therefore, the SVAR combines a steepening in supply
with a flattening in demand to explain the shift in sign in the unconditional correlation.
Notably, supply shocks explain a larger share of output fluctuations in the second sample,
in keeping with our baseline model.

In specification (h) we modify the length of the second sample by stopping the esti-
mation when the zero lower bound starts binding at the end of 2008 (thus estimating the
model over the period 1995:Q1-2008:Q4). This exercise is important because New Key-
nesian theory tells us that the propagation of shocks can change substantially in presence
of a binding zero lower bound (although unconventional monetary policies seem to limit
the changes in propagation in practice, according to the empirical evidence provided by
Debortoli, Galı́, and Gambetti (2020)). Therefore, we want to check that our results are
not driven by a period that has been very peculiar for macroeconomic policy. Notably,
our results are confirmed (if not reinforced) in specification (h): we find a tiny steepen-
ing in response to demand shocks, a clear flattening in response to supply shocks and an
increase role for supply shocks in the output gap variance decomposition.

5.4 INCLUDING INFLATION EXPECTATIONS

In specifications (j), (k), and (l) we extend the SVAR to include data on inflation expecta-
tions. This exercise can be seen as equivalent to Coibion and Gorodnichenko (2015) with
the crucial difference that estimates are conducted also on conditional data as filtered by
our SVAR model. We include a third shock in the system moving inflation and inflation
expectations in opposite directions, as detailed by the identification assumptions listed in
panel (c) on Table 1, to match the number of observables with the number of identified
shocks. This third shock is left without an economic interpretation and plays a minor
role in the model since inflation and inflation expectations are positively correlated in the
data. In addition, inflation expectations do not respond much to shocks, in particular in
low-inflation environments (cf. Coibion, Gorodnichenko, Kumar, and Pedemonte (2020)
and Coibion, Gorodnichenko, Knotek II, and Schoenle (2020)).

In our first experiment (specification (i)), we use inflation expectations data from the
Survey of Professional Forecasters (SPF). We confirm a strong decline in the conditional
correlation in response to supply shocks (from -0.8 to 0.06, thus much larger than in the
baseline model) and a more important role for supply shocks in driving the output gap
in the variance decomposition. However, we also estimate a reduction in the conditional
correlation in response to demand shocks from 0.56 to 0.39. Since this result is consistent
with a flattening of the Phillips curve, the reader could think that our main result is (at
least in part) weakened by the inclusion of data on inflation expectations in the SVAR.
However, such a conclusion is premature. In fact, the expectations relevant for pricing
decisions in the context of the Phillips curve are firm inflation expectations as discussed
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in detail in Coibion and Gorodnichenko (2015). Unfortunately, there is no quantitative
measure of firm inflation expectations available in the United States for a sufficiently
long sample. Notably, however, Coibion and Gorodnichenko (2015) argue that house-
hold inflation expectations, as measured by the Michigan Survey of Consumers, are a
better proxy for firm expectations than SPF expectations and provide supporting empiri-
cal evidence based on survey data from New Zealand. Therefore, in specification (j) we
include data on inflation expectations from the Michigan survey in our baseline model.
All results are now stronger than in our baseline specification. In addition, we now find
an increase in γ̂d from 0.5 to 0.66, thus pointing to a steepening of the Phillips curve.
One may criticize this experiment because expectations in the Michigan Survey are about
CPI inflation and not about the GDP deflator. To address this concern, we use data on
CPI inflation (together with the output gap and the Michigan Survey measure of infla-
tion expectations) in specification (k). The results are again stronger than in the baseline
model. The estimate for γ̂s (from -0.88 to 0.04) indicates a clear flattening of the demand
curve while γ̂s signals a steepening of the Phillips curve. Consequently, supply shocks
become once again the main drivers of the output gap. Conditional on the Coibion and
Gorodnichenko (2015) arguments and evidence in favor of the use of the Michigan Sur-
vey as a better proxy for firms expectations, we conclude that our results are reinforced
when including inflation expectations in the SVAR. One potential explanation is related
to the fact that households adjust their inflation forecasts more strongly in response to oil
price changes than professional forecasters, thus favoring a more accurate identification
of supply shocks.

5.5 INSPECTING THE POSTERIOR DISTRIBUTION

Following common practice, all of the results so far have been based on data conditional
on the pointwise posterior median of the SVAR model. As a final robustness exercise,
we instead evaluate the conditional regression slopes across a wide range of the posterior
distribution. Recall that the Bayesian approach taken in this paper provides us, for each
of the two samples under consideration, 10, 000 different posterior models. All of these
posterior models are consistent with the sign restrictions presented earlier, yet all of them
give rise to a unique decomposition of the raw unconditional data. To further investigate
this, we use the 10, 000 sample-specific, conditional datasets to compute 10, 000 sample-
specific estimates of γ̂d and γ̂s. This is done both for the baseline specification and for
all of the robustness specifications reported in Table 2. The results of this exercise are
summarized in Table 3, where we report the posterior mean together with 68% bands for
the credible set (in brackets). Unconditional slopes are also provided in order to facilitate
comparison of the results.

A couple of observations stand out: first, regarding γ̂d, we confirm the general pic-
ture established earlier. Slope coefficients conditional on demand shocks do not tend to
decrease, at least not to a major extent. The 68% credible set for γ̂d in sample 2 spans its
posterior mean in sample 1 in all specifications except (g) and (h). Specification (g) uses
the same sample split as in Jorgensen and Lansing (2019), implying in fact a steepening of
the slope–both unconditionally and conditional on demand. Specification (h), instead, is
where we discard observations after 2008Q4. This is the only significant exception point-
ing to a flattening of the Phillips curve. Second, regarding γ̂s, we find a major flattening
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Table 3: Robustness to posterior credibility sets

γ̂u γ̂d γ̂s
S1 S2 S1 S2 S1 S2

(a) 0.26 0.12
0.61 0.51 −0.59 −0.14

[0.29, 0.89] [0.15, 0.83] [−1.32, 0.13] [−0.34, 0.09]

(b) 0.23 0.21
0.41 0.52 −0.54 0.12

[0.20, 0.62] [0.24, 0.81] [−1.26, 0.08] [0.04, 0.23]

(c) 0.14 0.11
0.18 0.43 −0.35 −0.07

[0.88,−0.51] [0.69, 0.13] [0.42,−1.12] [0.12,−0.21]

(d) 0.39 0.14
0.59 0.54 −0.31 −0.09

[1.28,−0.20] [0.87, 0.18] [0.54,−1.11] [0.15,−0.26]

(e) 0.26 0.12
0.34 0.34 −0.42 −0.10

[0.12, 0.56] [0.12, 0.52] [−1.01, 0.14] [−0.27, 0.09]

(f) 0.26 0.12
0.33 0.34 −0.41 −0.12

[0.11, 0.56] [0.11, 0.54] [−0.99, 0.14] [−0.32, 0.09]

(g) −0.04 0.19
0.12 0.54 −0.51 −0.07

[−0.16, 0.40] [0.24, 0.76] [−1.08, 0.06] [−0.29, 0.17]

(h) 0.26 −0.01
0.62 0.33 −0.59 −0.11

[0.29, 0.91] [0.02, 0.62] [−1.29, 0.12] [−0.29, 0.10]

(i) 0.26 0.12
0.49 0.40 −0.56 0.02

[0.21, 0.77] [0.11, 0.66] [−1.17, 0.01] [−0.14, 0.19]

(j) 0.25 0.12
0.43 0.49 −0.14 −0.07

[0.24, 0.61] [0.15, 0.79] [−0.60, 0.34] [−0.24, 0.10]

(k) 0.44 0.19
0.90 0.73 −0.28 0.03

[0.41, 1.35] [0.19, 1.25] [−0.86, 0.27] [−0.13, 0.22]

(i.e. less negative) of the slope conditional on supply in all specifications when consider-
ing the posterior mean across the 10, 000 models. Moreover, the 68% credible set for γ̂s in
sample 2 does not span the posterior mean in sample 1 in any of the specifications except
(j), where we add inflation expectations from the Michigan survey to the analysis. Fi-
nally, it seems that the biggest change in the posterior distribution of γ̂s across samples is
located in the left tail of the distribution. The 16% lower bound in the baseline model, for
example, increases from −1.32 to −0.34, substantially more than the 84% upper bound.
In any case, we conclude that the results presented in Table 3 supports the picture drawn
earlier: evidence of a flatter supply curve is weak in our data, while there seems to be a
major flattening of the demand curve.

6 CONCLUSION

In this paper we have reconsidered the puzzling stability of inflation in spite or large fluc-
tuations in real economic activity over the last couple of decades. Using a combination
of New Keynesian theory and estimated SVAR models, we argue that controlling for the
effects of all supply shocks (and not only for cost-push shocks) is of paramount impor-
tance to evaluate alternative explanations of the inflation puzzle. While we reconfirm that
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the unconditional correlation between output gap and inflation has declined, we find that
the correlation has been substantially stable when conditioning on demand shocks. In
contrast, We find substantial support for an alternative explanation for the inflation puzzle
based on a more aggressive response of monetary policy against inflation in the second
part of the sample.

It is important to discuss our results in connection with a few crucial papers in the
literature what have questioned the narrative of the Phillips curve flattening. The paper
by McLeay and Tenreyro (2020) is a key reference to highlight how the Phillips curve
can be alive and well even if inflation is unrelated to the output gap in the data. McLeay
and Tenreyro (2020) show that under optimal monetary policy the residual variation in
output and inflation is driven only by cost-push shocks: in that scenario, a negative corre-
lation between inflation and the output gap should emerge, blurring the identification of
the (positively sloped) Phillips curve. In contrast, our identification scheme assumes that
monetary policy is represented by a Taylor rule that is unable to mimic perfectly optimal
monetary policy. Our choice is motivated by the fact that, if optimal monetary policy (in
the form of a targeting rule) was in place, we should observe a negative unconditional
correlation between inflation and the output gap in the data: Panel A in Figure 3 shows
that this is not the case. Barnichon and Mesters (2020) stress the importance of using
demand shocks (monetary policy shocks in their case) as instruments to trace the slope
of the Phillips curve. We follow their prescription using a more general demand shock,
although we consider also monetary policy shocks in isolation in our sensitivity analysis.
Importantly, we apply the Barnichon and Mesters (2020) recommendation also in using
supply shocks to trace the slope of the demand curve. The focus on the joint identifica-
tion of both shocks allows us to exploit fully our simple arithmetics and derive our main
result. Hazell et al. (2022) and Jorgensen and Lansing (2019) find that the anchoring of in-
flation expectations is crucial to explain the inflation puzzle using regional and aggregate
data respectively. Both papers find that the estimated slope coefficient is stable over time
although its magnitude depends on whether the estimation is performed on regional or
aggregate data. In our framework, the anchoring of inflation expectations is a by-product
of a more aggressive monetary policy response against inflation and our focus on supply
shocks is crucial to provide additional validation to the result obtained in these previous
elegant papers. Finally, Coibion and Gorodnichenko (2015) document the importance of
oil shocks between 2009 and 2011 to explain the rise in consumers’ inflation expectations
and the absence of disinflation during the Great Recession. Using a very different frame-
work, we also stress the importance of accounting for supply shocks and their joint role
in explaining the Great Recession and macroeconomic dynamics in general.

Our sample stops in 2019:Q4 just before the COVID recession. Since then, inflation
has come back and the current debate is once again on how policy should be set in order
to lower inflation, and not to increase inflation as in the previous decade. Therefore, one
could be tempted to say that our analysis is outdated. We believe that this is not the case
for two reasons. First, the COVID recession has re-confirmed the importance of supply-
side factors for output and inflation dynamics. Disruptions in global supply chains, shocks
to energy prices and labor supply factors (being the Great Resignation one example) are
routinely mentioned as important drivers of price and wage inflation. Therefore, we would
argue that the recent experience strengthen our argument that is important to control for all
supply shocks in empirical analysis of the Phillips curve. Second, our simple arithmetics
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is potentially useful also in the current phase. Inflation is again well above the Fed’s target
and, if this tendency continues, we could have entered in a new regime, more similar to
our first sample. A higher slope of the Phillips curve or a less aggressive monetary policy
response of monetary policy are compatible with the resurgence of inflation (in addition
of course, with variations in the volatilities of the underlying disturbances). While it is
still too early to draw inference from data on what mechanism is at play, we believe that
our simple arithmetics can be a useful input to organize the discussion.
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APPENDIX: THE MODEL WITH AUTOREGRESSIVE SHOCKS

Suppose that instead of being i.i.d. as in the main text, the structural shocks follow sepa-
rate AR(1) processes:

dt = ρddt−1 + εd,t εd,t ∼ N
(
0, σ2

ε,d

)
st = ρsst−1 + εs,t εs,t ∼ N

(
0, σ2

ε,s

)
Closed form solutions for output and inflation follow:

yt =
σ (1− βρd)

Ψd

dt −
(ϕπ − ρs)

Ψs

st

πt =
σκ

Ψd

dt +
[σ (1− ρs) + ϕy]

Ψs

st

We have defined two auxiliary functions:

Ψd = [σ (1− ρd) + ϕy] (1− βρd) + (ϕπ − ρd)κ > 0

Ψs = [σ (1− ρs) + ϕy] (1− βρs) + (ϕπ − ρs)κ > 0

OLS estimators under different assumptions follow readily:

(a) Unconditional data:

κOLS =
cov (πt − βEtπt+1, yt)

var (yt)

=

(
σ(1−βρd)

Ψd

)2

κ−
(

1
Ψz

)2

(ϕπ − ρz) [σ (1− ρz) + ϕy] (1− βρz)
σ2
z

σ2
d(

σ(1−βρd)
Ψd

)2

+
(
ϕπ−ρz
Ψz

)2
σ2
z

σ2
d

≤ κ

where σ2
d =

σ2
ε,d

1−ρ2d
and σ2

z =
σ2
ε,z

1−ρ2z
.

(b) Purged of supply shocks, but ignoring expectations:

κOLS =
cov (πt, yt)

var (yt)
=

κ

1− βρd
≥ κ

(c) Purged of supply shocks and accounting for expectations:

κOLS =
cov (πt − βEtπt+1, yt)

var (yt)
= κ

(d) Purged of demand shocks:

κOLS = − [σ (1− ρz) + ϕy] (1− βρz)

ϕπ − ρz
< 0
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