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#### Abstract

In this paper I derive the matrix chain rules for solving a second and a third-order approximation to a DSGE model that allow the use of a recursive Sylvester equation solution method. In particular I use the solution algorithms of Kamenik (2005) and Martin \& Van Loan (2006) to solve the generalised Sylvester equations. Because I use matrix algebra instead of tensor notation to find the system of equations, I am able to provide standalone Matlab routines that make it feasible to solve a medium scale DSGE model in a competitive time. I also provide Fortran code and Matlab/Fortran mex files for my method.
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## 1. Introduction

Solving higher order approximations of DSGE models can be computationally demanding at best. As the size of the model increases, the number of coefficients that need to be solved increases at a greater rate, a feature commonly referred to as the curse of dimensionality. Using simple matrix algebra to find the unknown coefficients can place quite severe limitations on the model's size as memory capacity becomes an issue. The use of generalised Sylvester equations has been suggested by Gomme \& Klein (2011) as a more memory efficient approach to solving higher order approximations of DSGE models. In particular they use the Kågström \& Poromaa (1996) representation for the generalised Sylvester equations. Kamenik (2005) presents an alternative Sylvester equation representation and solution method

[^0]that exploits the Kronecker product structure of the problem allowing it to be solved recursively. This results in significant performance improvements over existing solution methods (see Kamenik (2005) for a comparison with other methods of solving generalised Sylvester equations). Representing the problem as a system of generalised Sylvester equations is key to developing a fast and efficient solution method. The method for finding the matrices in the generalised Sylvester equations also plays a significant role in the performance of the solution method. It is common to use chain rules written in tensor notation to find these matrices (see Schmitt-Grohe \& Uribe (2004), Ruge-Murcia (2010), Andreasen (2011) and Kamenik (2005)), although this is not the most efficient method. In this paper I derive second and third-order matrix chain rules that with a small amount of manipulation, can be written in the generalised Sylvester equation form outlined in Kamenik (2005). These matrix chain rules are easier to code, easier to write out and understand, and fast to implement when combined with a recursive Sylvester equation solution algorithm.

Tensor notation has become a popular method for representing the chain rules used in the solution of higher order approximations of DSGE models. Schmitt-Grohe \& Uribe (2004) use tensor notation to find the matrices in the solution of a second-order approximation. RugeMurcia (2010) and Andreasen (2011) extend this tensor notation representation of the chain rule to solving third-order approximations. Kamenik (2005) uses tensor notation to write out the $n$th order chain rules consistent with the representation of his generalised Sylvester equations. While popular, there are limitations to using tensor notation, in particular tensor notation is difficult to understand, difficult to code and is slow to implement when using Matlab (see Binning, 2013). An alternative approach to using tensor notation uses matrix chain rules to represent the problem. Gomme \& Klein (2011) use the Magnus \& Neudecker (1999) definition of a Hessian to find a second-order approximation. Binning (2013) extends the approach of Gomme \& Klein (2011) to find a matrix chain rule for third-order approximations. The matrix chain-rules described in these papers can be solved using the generalised Sylvester equation algorithm of Kågström \& Poromaa (1996) (as demonstrated in Gomme \& Klein, 2011), but they are not consistent with the more efficient solution algorithm of Kamenik (2005). However, the matrix chain rules in Gomme \& Klein (2011) and Binning (2013) are not unique.

In this paper I derive a second and a third-order matrix chain rule, that with a small amount of algebra, can be rearranged into the type of generalised Sylvester equations in Kamenik (2005). Then I apply the recursive Sylvester equation solution algorithm of Kamenik (2005) to find the unknown coefficient matrices for the second and third-order approximate solutions. This avoids the use of tensor notation, resulting in a solution procedure that is much easier to write and code, and feasible to implement in Matlab, the resulting code can solve a medium size DSGE model in a competitive time. ${ }^{3}$ I also show how to use a similar algorithm by Martin \& Van Loan (2006) to solve the system of generalised Sylvester equa-

[^1]tions and I compare the performance of both algorithms. In addition to providing Matlab code for my solution method, I also provide Fortran and Matlab/Fortran mex code. ${ }^{4}$

The remainder of the paper is set out as follows; section 2 outlines the general problem and the form the solutions take. In section 3 I present the second and third-order matrix chain rules and in section 4, I give a brief description of the generalised Sylvester equation solution algorithms. Sections 5 and 6 present the matrix chain rules for a second and a third-order approximation of a DSGE model respectively. They also demonstrate the steps required to get these matrices into the appropriate generalised Sylvester equation form. In section 7 I demonstrate the performance of the algorithm using some small and medium sized DSGE models, while section 8 concludes.

## 2. Preliminaries

Following Schmitt-Grohe \& Uribe (2004) a large set of DSGE models can be recast in the following form

$$
\begin{equation*}
\mathrm{E}_{t}\left(f\left(x_{t+1}, y_{t+1}, x_{t}, y_{t}\right)\right)=0 \tag{1}
\end{equation*}
$$

where $x_{t+1}$ is an $n x \times 1$ vector of the date $t+1$ predetermined variables and $y_{t+1}$ is an $n y \times 1$ vector of the date $t+1$ non-predetermined variables, $f$ is a function that maps $\mathbb{R}^{2 n x+2 n y}$ into $\mathbb{R}^{n x+n y}$, and $\mathrm{E}_{t}$ is the expectations operator conditional on date $t$ information. The total number of variables (and equations) in the model is $n=n x+n y$.

As shown in Schmitt-Grohe \& Uribe (2004) a solution to equation (1) takes the form:

$$
\begin{align*}
x_{t+1} & =h\left(x_{t}, \sigma\right)+\sigma \varepsilon_{t+1},  \tag{2}\\
y_{t} & =g\left(x_{t}, \sigma\right), \tag{3}
\end{align*}
$$

where $h(\cdot)$ is a policy function that maps $x_{t}$ into $x_{t+1}, \sigma$ is the perturbation parameter, $\varepsilon_{t+1}$ is an $n x \times 1$ vector of expectation errors and $g(\cdot)$ is a policy function that maps $x_{t}$ into $y_{t}$.

Typically the functions $h(\cdot)$ and $g(\cdot)$ are unknown, and in general they are non-linear and do not have exact analytical forms. Because an exact solution does not exist an approximate solution must be found. A common approximation strategy involves finding the Taylor series expansion of the policy functions around the non-stochastic steady state. This usually involves taking a first-order approximation of the policy functions. The resulting linear/log-linear solution will be adequate for many problems. However taking a first-order approximation introduces certainty equivalence into the solution which may be inappropriate

[^2]when studying the effects of risk, or when performing welfare analysis. There may also be important asymmetries in the model that would be lost if only a first-order approximation of the model were taken (see Kim \& Ruge-Murcia, 2011). Solving a second-order approximation introduces a constant correction for the effects of risk, while taking a third-order approximation introduces a time varying risk term and an additional intercept correction for the effect of skewed shocks. The increased computational demands, even with the smallest of models, combined with only modest improvements in accuracy mean fourth and higher order approximations are not commonly implemented. As will be explained in more detail in this section, solving a second-order approximation requires the solution to the first-order approximation, and solving a third-order approximation requires the solutions to both the first and second-order approximations.

I follow such a strategy and obtain the second-order approximation of the policy functions (equations (2) and (3)) ${ }^{5}$

$$
\begin{align*}
x_{t+1} & =h_{x} x_{t}+\frac{1}{2} \sigma^{2} h_{\sigma \sigma}+\frac{1}{2} h_{x x}\left(x_{t} \otimes x_{t}\right)+\sigma \varepsilon_{t+1},  \tag{4}\\
y_{t} & =g_{x} x_{t}+\frac{1}{2} \sigma^{2} g_{\sigma \sigma}+\frac{1}{2} g_{x x}\left(x_{t} \otimes x_{t}\right) . \tag{5}
\end{align*}
$$

The coefficient matrices for the first order terms $g_{x}$ and $h_{x}$ are given by

$$
\underset{n x \times n x}{h_{x}}=\left[\begin{array}{ccccc}
\frac{\partial h^{1}}{\partial x_{1, t}} & \cdots & \frac{\partial h^{1}}{\partial x_{i, t}} & \cdots & \frac{\partial h^{1}}{\partial x_{n x, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial h^{q}}{\partial x_{1, t}} & \cdots & \frac{\partial h^{q}}{\partial x_{i, t}} & \cdots & \frac{\partial h^{q}}{\partial x_{n x, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial h^{n x}}{\partial x_{1, t}} & \cdots & \frac{\partial h^{n x}}{\partial x_{i, t}} & \cdots & \frac{\partial h^{n x}}{\partial x_{n x, t}}
\end{array}\right], \quad \underset{n y \times n x}{g_{x}}=\left[\begin{array}{ccccc}
\frac{\partial g^{1}}{\partial x_{1, t}} & \cdots & \frac{\partial g^{1}}{\partial x_{i, t}} & \cdots & \frac{\partial g^{1}}{\partial x_{n x, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial g^{r}}{\partial x_{1, t}} & \cdots & \frac{\partial g^{r}}{\partial x_{i, t}} & \cdots & \frac{\partial g^{r}}{\partial x_{n x, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial g^{n y}}{\partial x_{1, t}} & \cdots & \frac{\partial g^{n y}}{\partial x_{i, t}} & \cdots & \frac{\partial g^{n y}}{\partial x_{n x, t}}
\end{array}\right],
$$

where $h^{q}=h^{q}\left(x_{t}, \sigma\right)$ is the policy function for the $q$ th predetermined variable for $q=$ $1, \cdots, n x$ and $g^{r}=g^{r}\left(x_{t}, \sigma\right)$ is the policy function for the $r$ th non-predetermined variable for $r=1, \cdots, n y$. The matrices $g_{x}$ and $h_{x}$ can be found using the algorithm described in Klein (2000). The remaining terms in equations (4) and (5): $g_{x x}, h_{x x}, g_{\sigma \sigma}$ and $h_{\sigma \sigma}$, are the second derivatives of the policy functions and are defined as follows:

$$
\left.\begin{array}{c}
\underset{n x \times n x^{2}}{h_{x x}}=\left[\begin{array}{lllll}
h_{x, x_{1}} & \cdots & h_{x, x_{j}} & \cdots & h_{x, x_{n x}}
\end{array}\right], \begin{array}{c}
g_{x y x}
\end{array}=\left[\begin{array}{llll}
g_{x, x_{1}} & \cdots & g_{x, x_{j}} & \cdots
\end{array} g_{x, x_{n x}}\right.
\end{array}\right],
$$

[^3]where
\[

$$
\begin{aligned}
& h_{x, x_{j}}=\left[\begin{array}{ccccc}
\frac{\partial^{2} h^{1}}{\partial x_{1, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} h^{1}}{\partial x_{i, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} h^{1}}{\partial x_{n x, t} \partial x_{j, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{2} h^{q}}{\partial x_{1, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} h^{q}}{\partial x_{i, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} h^{q}}{\partial x_{n x, t} \partial x_{j, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{2} h^{n x}}{\partial x_{1, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} h^{n x}}{\partial x_{i, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} h^{n x}}{\partial x_{n x, t} \partial x_{j, t}}
\end{array}\right], \\
& g_{x, x_{j}}^{n y \times n x}=\left[\begin{array}{ccccc}
\frac{\partial^{2} g^{1}}{\partial x_{1, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} g^{1}}{\partial x_{i, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} g^{1}}{\partial x_{n x, t} \partial x_{j, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{2} g^{r}}{\partial x_{1, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} g^{r}}{\partial x_{i, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} g^{r}}{\partial x_{n x, t} \partial x_{j, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{2} g^{n x}}{\partial x_{1, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} g^{n x}}{\partial x_{i, t} \partial x_{j, t}} & \cdots & \frac{\partial^{2} g^{n x}}{\partial x_{n x, t} \partial x_{j, t}}
\end{array}\right] .
\end{aligned}
$$
\]

The matrices $g_{x x}$ and $h_{x x}$ are the coefficient matrices for the quadratic terms, while $g_{\sigma \sigma}$ and $h_{\sigma \sigma}$ are the intercept corrections due to the presence of risk.

Similarly I obtain a third-order approximation to the policy functions (equations (2) and $(3))^{6}$

$$
\begin{align*}
& x_{t+1}=h_{x} x_{t}+\frac{1}{2} \sigma^{2} h_{\sigma \sigma}+\frac{1}{2} h_{x x}\left(x_{t} \otimes x_{t}\right)+\frac{1}{6} \sigma^{2} h_{\sigma \sigma \sigma}+\cdots  \tag{6}\\
& \cdots+\frac{3}{6} \sigma^{2} h_{\sigma \sigma x} x_{t}+\frac{1}{6} h_{x x x}\left(x_{t} \otimes x_{t} \otimes x_{t}\right)+\sigma \varepsilon_{t+1}, \\
& y_{t}=g_{x} x_{t}+\frac{1}{2} \sigma^{2} g_{\sigma \sigma}+\frac{1}{2} g_{x x}\left(x_{t} \otimes x_{t}\right)+\frac{1}{6} \sigma^{2} g_{\sigma \sigma \sigma}+\frac{3}{6} \sigma^{2} g_{\sigma \sigma x} x_{t}+\frac{1}{6} g_{x x x}\left(x_{t} \otimes x_{t} \otimes x_{t}\right) . \tag{7}
\end{align*}
$$

The same first and second-order terms that appeared in equations (4) and (5) also appear in the third-order solution, but now there are some additional third-order terms: $g_{x x x}, h_{x x x}$, $g_{\sigma \sigma x}, h_{\sigma \sigma x}, g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$, these are defined as follows:

$$
\begin{aligned}
& \underset{\substack{x \times n x^{3}}}{h_{x x, x_{1}}}=\left[h_{x, x, x_{1}}, \cdots, h_{x, x, x_{k}}, \cdots, \quad h_{x, x, x_{n x}}\right], \quad g_{x x x}=\left[g_{x, x, x_{1}}, \quad \cdots, \quad g_{x, x, x_{k}}, \quad \cdots, \quad g_{x, x, x_{n x}}^{n x}\right],
\end{aligned}
$$

$\overline{{ }^{6} \text { Andreasen (2011) shows that } g_{x x \sigma}=h_{x x \sigma}}=0$.

$$
h_{\sigma \sigma \times 1}=\left[\begin{array}{c}
\frac{\partial^{3} h^{1}}{\partial \sigma^{3}} \\
\vdots \\
\frac{\partial^{3} h^{j}}{\partial \sigma^{3}} \\
\vdots \\
\frac{\partial^{3} h^{n x}}{\partial \sigma^{3}}
\end{array}\right], \quad \underset{n y \times 1}{ } \quad g_{\sigma \sigma \sigma}=\left[\begin{array}{c}
\frac{\partial^{3} g^{1}}{\partial \sigma^{3}} \\
\vdots \\
\frac{\partial^{3} g^{j}}{\partial \sigma^{3}} \\
\vdots \\
\frac{\partial^{3} g^{n y}}{\partial \sigma^{3}}
\end{array}\right]
$$

where

$$
\underset{\substack{x, x, x_{k} \\
n x \times n x^{3}}}{h_{2}}=\left[\begin{array}{lllll}
h_{x, x_{1}, x_{k}} & \cdots & h_{x, x_{j}, x_{k}} & \cdots & h_{x, x_{n x}, x_{k}}
\end{array}\right], \quad \begin{gathered}
g_{x, x, x_{k}}^{n y \times n x^{3}}
\end{gathered}=\left[\begin{array}{lllll}
g_{x, x_{1}, x_{k}} & \cdots & g_{x, x_{j}, x_{k}} & \cdots & g_{x, x_{n x}, x_{k}}
\end{array}\right],
$$

and

$$
\begin{array}{r}
\underset{\substack{x, x_{j}, x_{k} \\
n x \times n x}}{ }=\left[\begin{array}{ccccc}
\frac{\partial^{3} h^{1}}{\partial x_{1, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} h^{1}}{\partial x_{i, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} h^{1}}{\partial x_{n x, t} \partial x_{j, t} \partial x_{k, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{3} h^{q}}{\partial x_{1, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} h^{q}}{\partial x_{i, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} h^{q}}{\partial x_{n x, t} \partial x_{k, t} \partial x_{l, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{3} h h^{n x}}{\partial x_{1, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} h^{n x}}{\partial x_{i, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} h^{n x}}{\partial x_{n x, t} \partial x_{j, t} \partial x_{k, t}}
\end{array}\right], \\
\begin{array}{c}
g_{x, x_{j}, x_{k}}^{n y_{k}}
\end{array}=\left[\begin{array}{ccccc}
\frac{\partial^{3} g^{1}}{\partial x_{1, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} g^{1}}{\partial x_{i, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} g^{1}}{\partial x_{n x, t} \partial x_{j, t} \partial x_{k, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{3} g^{r}}{\partial x_{1, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} g^{r}}{\partial x_{i, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} g^{r}}{\partial x_{n x, t} \partial x_{j, t} \partial x_{k, t}} \\
\vdots & & \vdots & & \vdots \\
\frac{\partial^{3} g^{n x}}{\partial x_{1, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} n^{n x}}{\partial x_{i, t} \partial x_{j, t} \partial x_{k, t}} & \cdots & \frac{\partial^{3} g^{n x}}{\partial x_{n x, t} \partial x_{j, t} \partial x_{k, t}}
\end{array}\right] .
\end{array}
$$

The matrices $g_{x x x}$ and $h_{x x x}$ are the coefficient matrices on the cubic terms, while $g_{\sigma \sigma x}$ and $h_{\sigma \sigma x}$ capture time varying risk. The terms $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$ are intercept corrections that are non-zero if the shocks come from a skewed distribution.

Finding the coefficient matrices in a second or a third-order Taylor series approximation around the non-stochastic steady state is complicated by the fact that the policy functions are unknown. However the implicit function theorem can be used to find chain rules involving the unknown derivatives of the policy function. Solutions to lower orders of approximation are required to solve higher orders of approximation; for example the first-order approximation is required to solve a second-order approximation, and both the first and second-order approximations are required to solve a third-order approximation. The steps for finding a second and a third-order approximation are outlined below:
i) First the policy functions in (2) and (3) are substituted into equation (1) to get

$$
\begin{equation*}
\mathrm{E}_{t} f\left(h\left(x_{t}, \sigma\right)+\sigma \varepsilon_{t+1}, g\left(h\left(x_{t}, \sigma\right)+\sigma \varepsilon_{t+1}, \sigma\right), x_{t}, g\left(x_{t}, \sigma\right)\right)=0 \tag{8}
\end{equation*}
$$

ii) To find a first-order approximation, differentiate equation (8) with respect to all the elements in $x_{t}$. The resulting chain rule is a quadratic in terms of the unknown coefficient matrices $g_{x}$ and $h_{x}$ so a solution must be found using a method like the one
described in Klein (2000). This requires the gradient matrix to the function $f$, which can be easily found.
iii) To find the second-order approximation, differentiate equation (8) twice with respect to all combinations of the elements in $x_{t}$. This results in a second-order chain rule. The gradient matrix and the Hessian of the function $f$ can easily be found, and the solution to the first order approximation was found in step ii), so all that remains are the unknown coefficients $g_{x x}$ and $h_{x x}$. These can be found as the solution to a system of linear equations. Similar steps can be used to find $g_{\sigma \sigma}$ and $h_{\sigma \sigma}$.
iv) To find the third-order approximation to the policy functions, differentiate equation (8) three times with respect to all combinations of the elements in $x_{t}$. The resulting chain rule is linear in the unknown coefficients $g_{x x x}$ and $h_{x x x}$. The gradient matrix, the Hessian and the matrix of third derivatives for the function $f$ are easily found, and the gradient matrix and the Hessian of the policy functions were found in steps ii) and iii). The third-order terms can be found as the solution to a system of linear equations. A similar set of steps can be taken to find $g_{\sigma \sigma x}, h_{\sigma \sigma x}, g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$.

Typically the chain rules are represented using tensor notation (see Schmitt-Grohe \& Uribe (2004), Ruge-Murcia (2010) and Andreasen (2011) for examples). As discussed by Binning (2013) there are drawbacks to using tensor notation, in particular tensor notation is difficult to write down, difficult to code up and slow to implement when using Matlab. The method for solving the system of linear equations also plays a key role in the efficiency of the solution algorithm. Rearranging the chain rules into a system of generalised Sylvester equations is more efficient than using standard matrix algebra. In particular Kamenik (2005) presents a representation of the generalised Sylvester equations with a convenient Kronecker product structure and an extremely efficient solution algorithm that exploits this structure. However Kamenik (2005) uses tensor notation to find the matrices for his algorithm and tensor notation is not well suited to Matlab. In the next section I present second and third-order matrix chain rules that are consistent with Kamenik's generalised Sylvester equation representation. The matrix chain rules are easier to write down and easier to code than tensor notation, and faster to implement in Matlab.

## 3. A second and a third-order matrix chain rule

As discussed in the introduction, if a problem has a natural Sylvester equation structure, exploiting this structure when solving the system of equations can result in significant performance improvements, both in speed and memory usage. Two particular algorithms that are extremely efficient at solving generalised Sylvester equations are Kamenik (2005) and Martin \& Van Loan (2006), especially when the problem has a certain Kronecker product structure. Kamenik (2005) uses higher order chain rules written in tensor notation to solve higher order approximations of DSGE models, but he is missing a theory of matrix chain rules consistent with his Sylvester equation structure. Existing matrix chain rules by Magnus \& Neudecker (1999) (see Gomme \& Klein, 2011) and Binning (2013) are not consistent with
the Kamenik form of the problem, nor are they unique. In this section I present a second and third-order matrix chain rule that with a small amount of matrix algebra can be rewritten into the form of generalised Sylvester equations that are consistent with both the Kamenik, and Martin and Van Loan algorithms.

I begin with the second-order chain rule. Let $\mathbf{x}$ be a vector of variables so that

$$
\mathbf{x}=\left[\mathrm{x}_{1}, \cdots, \mathrm{x}_{i}, \cdots, \mathrm{x}_{n}\right]^{\prime}
$$

for $i=1, \cdots, n$. Let $\mathbf{f}$ be an $m$-ary function of $\mathbf{g}$, which in turn is an $n$-ary function of $\mathbf{x}$ so that

$$
\begin{gather*}
\mathrm{y}=\mathrm{f}(\mathrm{~g}(\mathrm{x}))  \tag{9}\\
\mathrm{y}=\mathrm{f}\left(\mathrm{~g}^{1}(\mathrm{x}), \cdots, \mathrm{g}^{a}(\mathrm{x}), \cdots, \mathrm{g}^{m}(\mathrm{x})\right)
\end{gather*}
$$

for $a=1, \cdots, m$. By Faà di Bruno's formula (see Johnson, 2002) the second derivative of $y$ with respect to $x_{i}$ and $x_{j}$ is given by

$$
\begin{equation*}
\frac{\partial^{2} \mathbf{y}}{\partial x_{i} \partial x_{j}}=\sum_{a=1}^{m} \sum_{b=1}^{m} \frac{\partial^{2} \mathrm{f}}{\partial \mathbf{g}^{a} \partial \mathbf{g}^{b}}\left(\frac{\partial \mathrm{~g}^{a}}{\partial \mathrm{x}_{i}}\right)\left(\frac{\partial \mathbf{g}^{b}}{\partial \mathrm{x}_{j}}\right)+\sum_{a=1}^{m} \frac{\partial \mathrm{f}}{\partial \mathrm{~g}^{a}}\left(\frac{\partial^{2} \mathrm{~g}^{a}}{\partial \mathrm{x}_{i} \partial \mathrm{x}_{j}}\right) \tag{10}
\end{equation*}
$$

This can be rewritten more compactly as

$$
\begin{equation*}
\mathbf{y}_{i, j}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathbf{f}_{a, b} \mathbf{g}_{i}^{a} \mathbf{g}_{j}^{b}+\sum_{a=1}^{m} \mathbf{f}_{a} \mathbf{g}_{i, j}^{a}, \tag{11}
\end{equation*}
$$

where $y_{i, j}=\frac{\partial^{2} y}{\partial x_{i} \partial x_{j}}, f_{a, b}=\frac{\partial^{2} f}{\partial g^{a} \partial g^{b}}, g_{i}^{a}=\frac{\partial g^{a}}{\partial x_{i}}, g_{j}^{b}=\frac{\partial g^{b}}{\partial x_{j}}, f_{a}=\frac{\partial f}{\partial g_{a}}$ and $g_{i, j}^{a}=\frac{\partial^{2} g^{a}}{\partial x_{i} \partial x_{j}}$. The derivative of equation (9) with respect to all possible combinations of $x_{i}$ and $x_{j}$ can be written in matrix form (this is a Hessian matrix of sorts). This matrix form is a matrix representation of the second-order chain rule. To write equation (11) in matrix form for all possible combinations of $x_{i}$ and $x_{j}$, I define a matrix Y with all possible second derivatives of $y$ such that

$$
\underset{1 \times n^{2}}{\mathrm{Y}}=\left[\begin{array}{ccccc}
\underset{1 \times n}{\tilde{\mathrm{Y}}_{1}}, & \cdots, & \tilde{\mathrm{Y}}_{1 \times n}, & \cdots, & \tilde{Y}_{1 \times n}
\end{array}\right]
$$

where

$$
\tilde{Y}_{j}=\left[y_{1, j}, \cdots, y_{i, j}, \cdots, y_{n, j}\right]
$$

and the element in the 1st row and the $i+n(j-1)$ th column of Y is given by

$$
\tilde{\mathrm{y}}_{1, i+n(j-1)}=\mathrm{y}_{i, j} .
$$

Indexing the rows and columns in terms of the derivatives will be useful when it comes to proving the matrix chain rule. In the second-order matrix chain rule of Magnus \& Neudecker (1999), the matrix Y is $n \times n$. In order for the matrix chain rule to be consistent with Kamenik's algorithm I require Y to be $1 \times n^{2}$. The gradient vector for the function f is given by D

$$
\underset{1 \times m}{\mathrm{D}}=\left[\mathbf{f}_{1}, \cdots, \mathbf{f}_{a}, \cdots, \mathbf{f}_{m}\right]
$$

where the element in the 1 st row and the $a$ th column of D is given by

$$
\mathrm{d}_{1, a}=\mathrm{f}_{a} .
$$

I form a matrix H of the second derivatives of the f function

$$
\underset{1 \times m^{2}}{\mathrm{H}}=\left[\begin{array}{cllll}
\underset{1 \times m}{\tilde{\mathrm{H}}_{1}}, & \cdots, & \tilde{\mathrm{H}}_{1 \times m}, & \cdots, & \underset{1 \times m}{\tilde{\mathrm{H}}_{m}}
\end{array}\right],
$$

where

$$
\tilde{\mathrm{H}}_{a}=\left[\mathrm{f}_{a, 1}, \cdots, \mathrm{f}_{a, b}, \cdots, \mathrm{f}_{a, m}\right]
$$

and the element in the 1st row and the $b+m(a-1)$ th column of H is given by

$$
\mathbf{h}_{1, b+m(a-1)}=\mathbf{f}_{a, b} .
$$

Because H is a matrix of second derivatives, it can be thought of as a type of Hessian matrix. Conventional Hessians are square matrices, while this is the transpose of a vectorised Hessian. The gradient matrix for the $g$ function is denoted by $M$

$$
\underset{m \times n}{\mathcal{M}}=\left[\begin{array}{ccccc}
\mathrm{g}_{1}^{1} & \cdots & \mathrm{~g}_{i}^{1} & \cdots & \mathrm{~g}_{n}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{a} & \cdots & \mathrm{~g}_{i}^{a} & \cdots & \mathrm{~g}_{n}^{a} \\
\vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{m} & \cdots & \mathrm{~g}_{i}^{m} & \cdots & \mathrm{~g}_{n}^{m}
\end{array}\right]
$$

where

$$
\mathrm{m}_{a, i}=\mathrm{g}_{i}^{a}
$$

with $\mathfrak{m}_{a, i}$ the element in the $a$ th row and the $i$ th column of $M$. Finally I define the matrix N , the Hessian of the function g

$$
\underset{m \times n^{2}}{ }=\left[\begin{array}{ccccccccccccccc}
\mathrm{g}_{1,1}^{1} & \cdots & \mathrm{~g}_{1, i}^{1} & \cdots & \mathbf{g}_{j, 1}^{1} & \cdots & \mathbf{g}_{j, i}^{1} & \cdots & \mathbf{g}_{j, n}^{1} & \cdots & \mathbf{g}_{n, 1}^{1} & \cdots & \mathbf{g}_{n, i}^{1} & \cdots & \mathrm{~g}_{n, n}^{1} \\
\vdots & & \vdots & & \vdots & & \vdots & & \vdots & & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1,1}^{a} & \cdots & \mathrm{~g}_{1, i}^{a} & \cdots & \mathrm{~g}_{j, 1}^{a} & \cdots & \mathbf{g}_{j, i}^{a} & \cdots & \mathbf{g}_{j, n}^{a} & \cdots & \mathbf{g}_{n, 1}^{a} & \cdots & \mathbf{g}_{n, i}^{a} & \cdots & \mathbf{g}_{n, n}^{a} \\
\vdots & & \vdots & & \vdots & & \vdots & & \vdots & & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1,1}^{m} & \cdots & \mathrm{~g}_{1, i}^{m} & \cdots & \mathrm{~g}_{j, 1}^{m} & \cdots & \mathbf{g}_{j, i}^{m} & \cdots & \mathbf{g}_{j, n}^{m} & \cdots & \mathbf{g}_{n, 1}^{m} & \cdots & \mathbf{g}_{n, i}^{m} & \cdots & \mathbf{g}_{n, n}^{m}
\end{array}\right]
$$

where the element in the $a$ th row and the $i+n(j-1)$ th column of N is given by

$$
\mathrm{n}_{a, i+n(j-1)}=\mathrm{g}_{j, i}^{a} .
$$

Combining these matrices, I can now write down my representation for the second-order matrix chain rule

Theorem 1. For $\mathrm{Y}, \mathrm{H}, \mathrm{M}, \mathrm{D}$ and N defined previously and $\mathrm{y}=\mathrm{f}(\mathrm{g}(\mathrm{x}))$,

$$
\mathrm{Y}=\mathrm{H}(\mathrm{M} \otimes \mathrm{M})+\mathrm{DN}
$$

is a valid representation of a second-order matrix chain rule.
Proof See Appendix B.
I follow a similar pattern when defining a third-order matrix chain rule consistent with a recursive generalised Sylvester equation solution. Using Faà di Bruno's formula, the third derivative of equation (9) with respect to $\chi_{i}, \chi_{j}$ and $\chi_{k}$ is given by

$$
\begin{aligned}
\frac{\partial^{3} \mathbf{y}}{\partial \mathbf{x}_{i} \partial \mathbf{x}_{j} \partial \mathbf{x}_{k}}= & \sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \frac{\partial \mathbf{f}}{\partial \mathbf{g}^{a} \partial \mathbf{g}^{b} \partial \mathbf{g}^{c}}\left(\frac{\partial \mathbf{g}^{a}}{\partial \mathbf{x}_{i}}\right)\left(\frac{\partial \mathbf{g}^{b}}{\partial \mathbf{x}_{j}}\right)\left(\frac{\partial \mathbf{g}^{c}}{\partial \mathbf{x}_{k}}\right)+\cdots \\
& \cdots+\sum_{a=1}^{m} \sum_{b=1}^{m} \frac{\partial^{2} \mathbf{f}}{\partial \mathbf{g}^{a} \partial \mathbf{g}^{b}}\left(\frac{\partial \mathbf{g}^{a}}{\partial \mathbf{x}_{i}}\right)\left(\frac{\partial \mathbf{g}^{b}}{\partial \mathbf{x}_{j} \partial \mathbf{x}_{k}}\right)+\cdots \\
& \cdots+\sum_{a=1}^{m} \sum_{b=1}^{m} \frac{\partial^{2} \mathbf{f}}{\partial \mathbf{g}^{a} \partial \mathbf{g}^{b}}\left(\frac{\partial \mathbf{g}^{a}}{\partial \mathbf{x}_{j}}\right)\left(\frac{\partial \mathbf{g}^{b}}{\partial \mathbf{x}_{i} \partial \mathbf{x}_{k}}\right)+\cdots \\
& \cdots+\sum_{a=1}^{m} \sum_{b=1}^{m} \frac{\partial^{2} \mathbf{f}}{\partial \mathbf{g}^{a} \partial \mathbf{g}^{b}}\left(\frac{\partial \mathbf{g}^{a}}{\partial \mathrm{x}_{k}}\right)\left(\frac{\partial \mathbf{g}^{b}}{\partial \mathrm{x}_{i} \partial \mathrm{x}_{j}}\right)+\cdots \\
& \cdots+\sum_{a=1}^{m} \frac{\partial \mathbf{f}}{\partial \mathbf{g}^{a}}\left(\frac{\partial^{3} \mathbf{g}^{a}}{\partial \mathbf{x}_{i} \partial \mathbf{x}_{j} \partial \mathbf{x}_{k}}\right)
\end{aligned}
$$

Again the derivative of equation (9) with respect to all combinations of $x_{i}, x_{j}$ and $x_{k}$ can be written in matrix form. This will be a third-order matrix chain rule. Before presenting the third-order matrix chain rule consistent with a recursive generalised Sylvester equation form, I define some additional matrices required for the chain rule. I begin by defining $\mathbf{Z}$, the matrix of third derivatives of $y$

$$
\underset{1 \times n^{3}}{Z_{i}}=\left[\underset{1 \times n^{2}}{\hat{Z}_{1}}, \cdots, \hat{Z}_{1 \times n^{2}}^{\hat{Z}_{k}}, \cdots, \underset{1 \times n^{2}}{\hat{Z}_{n}}\right]
$$

where

$$
\hat{Z}_{k}=\left[\tilde{Z}_{1, k}, \cdots, \underset{\substack{\times n}}{\tilde{Z}_{j, k}, \cdots, \tilde{Z}_{n, k}} \underset{1 \times n}{ }\right], \quad \text { and } \quad \tilde{Z}_{j, k}=\left[y_{1, j, k}, \cdots, \mathbf{y}_{i, j, k}, \cdots, y_{n, j, k}\right],
$$

and the element in the 1 st row and the $i+n(j-1)+n^{2}(k-1)$ th column of $\mathbf{Z}$ is given by

$$
z_{1, i+n(j-1)+n^{2}(k-1)}=\mathbf{y}_{i, j, k}
$$

This differs from the representation in Binning (2013). In that paper the matrix $\mathbf{Z}$ is $n^{2} \times n$, in this paper $\mathbf{Z}$ is $1 \times n^{3}$ which is consistent with Kamenik's representation. I let T represent the matrix of third derivatives of the function $f$ :

$$
\underset{1 \times m^{3}}{\mathrm{~T}_{1 \times m^{2}}}=\left[\underset{1 \times m^{2}}{\hat{\mathrm{~T}}_{1}}, \cdots, \underset{1 \times m^{2}}{\hat{\mathrm{~T}}_{c}}, \cdots \hat{\mathrm{~T}}_{m}\right],
$$

where

$$
\hat{\mathbf{T}}_{c}=\left[\begin{array}{c}
\tilde{\mathrm{T}}_{1, c}, \cdots, \tilde{\mathrm{~T}}_{m, c}, \cdots, \tilde{\mathrm{~T}}_{m \times, c} \\
m \times 1
\end{array}\right], \quad \text { and } \quad \tilde{\mathrm{T}}_{b, c}=\left[\mathbf{f}_{1, b, c}, \cdots, \mathbf{f}_{a, b, c}, \cdots, \mathbf{f}_{m, b, c}\right] .
$$

The element in the 1st row and the $a+m(b-1)+m^{2}(c-1)$ th column of T is given by

$$
\mathbf{t}_{1, a+m(b-1)+m^{2}(c-1)}=\mathbf{f}_{a, b, c} .
$$

I let $\mathrm{N}^{*}$ be a variation on the Hessian N so that

$$
\underset{m \cdot n \times n^{3}}{\mathrm{~N}^{*}}=[\underset{n \times n}{I} \otimes \mathrm{~N}, \cdots, \underset{n \times n}{I} \otimes \mathrm{~N}, \cdots, \underset{n \times n}{I} \otimes \mathrm{~N}] .
$$

and the element in the $k+n(a-1)$ th row and the $k+n(i-1)+n^{2}(j-1)$ th column of $\mathbf{N}^{*}$ is given by

$$
\mathrm{n}_{k+n(a-1), k+n(i-1)+n^{2}(j-1)}^{*}=\mathrm{g}_{j, i}^{a} .
$$

The matrix K , is the matrix of third derivatives of the g function

$$
\underset{m \times n^{3}}{\mathrm{~K}}=\left[\underset{m \times n^{2}}{\hat{\mathrm{~K}}_{1}}, \cdots, \hat{\mathrm{~K}}_{k \times n^{2}}, \cdots, \hat{\mathrm{~K}}_{m \times n^{2}}\right],
$$

where

$$
\hat{\mathrm{K}}_{k}=\left[\begin{array}{ccc}
\tilde{\mathrm{K}}_{1, k} & \cdots & \tilde{\mathrm{~K}}_{j, k} \\
\cdots \times n & \cdots & \tilde{\mathrm{~K}}_{n, k} \\
m \times n & & m \times n
\end{array}\right], \quad \text { and } \quad \tilde{\mathrm{K}}_{j, k}=\left[\begin{array}{ccccc}
\mathrm{g}_{1, j, k}^{1} & \cdots & \mathbf{g}_{i, j, k}^{1} & \cdots & \mathrm{~g}_{n, j, k}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathbf{g}_{1, j, k}^{a} & \cdots & \mathbf{g}_{i, j, k}^{a} & \cdots & \mathbf{g}_{n, j, k}^{a} \\
\vdots & & \vdots & & \vdots \\
\mathbf{g}_{1, j, k}^{m} & \cdots & \mathbf{g}_{i, j, k}^{m} & \cdots & \mathbf{g}_{n, j, k}^{m}
\end{array}\right] .
$$

The element in the $a$ th row and the $i+n(j-1)+n^{2}(k-1)$ th column of K is given by

$$
\mathrm{k}_{a, i+n(j-1)+n^{2}(k-1)}=\mathrm{g}_{i, j, k}^{a}
$$

Using these matrices, I specify my third-order matrix chain rule as follows

Theorem 2. For $\mathrm{Z}, \mathrm{T}, \mathrm{M}, \mathrm{H}, \mathrm{N}, \mathrm{N}^{*}, \mathrm{D}$ and K defined previously and $\mathrm{y}=\mathrm{f}(\mathrm{g}(\mathbf{x}))$,

$$
\mathrm{Z}=\mathrm{T}(\mathrm{M} \otimes \mathrm{M} \otimes \mathrm{M})+\mathrm{H}(\mathrm{M} \otimes \mathrm{~N})+\mathrm{H}(\mathrm{~N} \otimes \mathrm{M})+\mathrm{H}(\mathrm{M} \otimes \underset{m \times m}{I}) \mathrm{N}^{*}+\mathrm{DK}
$$

is a valid representation of the third-order matrix chain rule.

## Proof See Appendix C.

Theorems 1 and 2 are consistent with a recursive Sylvester equation solution, as will be discussed in the next section.

## 4. A recursive Sylvester equation solution

In the previous section I outlined a new representation for the second and third-order matrix chain rules. These chain rules are consistent with a recursive Sylvester equation solution method. Two such algorithms are Kamenik (2005) and Martin \& Van Loan (2006). I give a brief description of each algorithm in this section.

### 4.1. Kamenik's algorithm

The recursive Sylvester equation solution described in Kamenik (2005) works on generalised Sylvester equations of the form

$$
\begin{equation*}
A X+B X\left(\otimes^{k} C\right)=D_{k} \tag{12}
\end{equation*}
$$

where $A$ and $B$ are known $n \times n$ matrices, $C$ is a known $m \times m$ matrix, $D_{k}$ is a known $n \times m^{k}$ matrix and $X$ is an $n \times m^{k}$ matrix of unknowns. $\otimes^{k}$ is the $k$ th order Kronecker product of the matrix $C$. As described in Kamenik (2005), the algorithm consists of three steps. The first step is preconditioning, a suitable linear transformation of the model must be found. This is done by premultiplying equation (12) by $A^{-1}$ which gives

$$
\begin{equation*}
X+A^{-1} B X\left(\otimes^{k} C\right)=A^{-1} D_{k} \tag{13}
\end{equation*}
$$

Following Kamenik (2005) I find the real Schur decompositions $K=U\left(A^{-1} B\right) U^{\prime}$ and $F=$ $V C V^{\prime}$ which allows equation (13) to be written as

$$
\begin{align*}
Y+K Y\left(\otimes^{k} F\right) & =\bar{D}_{k}  \tag{14}\\
Y & =U X\left(\otimes^{k} V^{\prime}\right)  \tag{15}\\
\bar{D}_{k} & =U A^{-1} D_{k}\left(\otimes^{k} V^{\prime}\right) \tag{16}
\end{align*}
$$

The second step is the recursive solution of equation (14). I vectorise equation (14) to obtain

$$
\begin{equation*}
\left(I+\left(\otimes^{k} F^{\prime} \otimes K\right)\right) \operatorname{vec}(Y)=\operatorname{vec}\left(\bar{D}_{k}\right) \tag{17}
\end{equation*}
$$

Equation (17) can be solved directly by calculating the Kronecker products and using elementary matrix algebra, but this is inefficient. Instead the Kamenik algorithm can be used to break this into smaller blocks to be solved individually, the results can be used to eliminate columns by updating the system through back substitution. I adopt the more compact notation of Kamenik by using the following definitions

$$
F_{[k]}=\otimes^{k} F^{\prime} \otimes K, \quad \text { where } \quad F_{[0]}=K
$$

The algorithm exploits the Kronecker product structure by solving the level $k$ problem with the solutions to the same problem at level $k-1$. The matrices $F$ and $K$ will be quasitriangular, and if the first eigenvalue of $F$ is real (I denote this $r=F_{11}$ ) and $y$ is the first part of $Y$ chosen to be the same size as $F_{[k-1]}$, then $y$ will be the solution to

$$
\begin{equation*}
\left(I+r \cdot F_{[k-1]}\right) y=d \tag{18}
\end{equation*}
$$

If the first eigenvalue of $F$ is complex, then the first two parts of $Y$ and $\bar{D}_{k}$ are chosen. The first two parts of $Y$ will be a solution to

$$
\left(I+\left(\begin{array}{cc}
\alpha & \beta_{1}  \tag{19}\\
-\beta_{2} & \alpha
\end{array}\right) \otimes F_{[k-1]}\right)\binom{y_{1}}{y_{2}}=\binom{d_{1}}{d_{2}}
$$

where $\alpha, \beta_{1}$ and $\beta_{2}$ make up the first complex eigenvalue block.
The solution to equation (18) or (19) is then used to eliminate all non-zero elements below the first block (this is because $F^{\prime}$ is lower quasi-triangular). In the real case this is done as follows

$$
d_{j} \longleftarrow d_{j}-F_{1 j} \cdot\left(F_{[k-1]}\right) y \quad \text { for all } \quad j=2, \cdots, m
$$

and in the complex case

$$
d_{j} \longleftarrow d_{j}-F_{1 j} \cdot\left(F_{[k-1]}\right) y_{1}-F_{2 j} \cdot\left(F_{[k-1]}\right) y_{2} \quad \text { for all } \quad j=2, \cdots, m
$$

Once the elements have been eliminated and $\bar{D}_{k}$ has been updated, equation (18) or (19) can be used to find the next block of $Y$. If $k=0$ the solution of equation (18) is straight forward, however the solution of equation (18) could depend on the solution of equation (19) which is more complicated. I refer the reader to Kamenik (2005) for a full description of how equations (18) and (19) are solved. To recover the results, the solution to equation (14) is multiplied by $X=U^{\prime} Y\left(\otimes^{k} V\right)$.

### 4.2. Martin and Van Loan's algorithm

Martin \& Van Loan (2006) take a similar approach to Kamenik (2005) to solve problems like equation (12). To get equation (12) into the correct form, it can be rewritten as

$$
X+P X\left(\otimes^{k} C\right)=Z
$$

where $P=A^{-1} B$ and $Z=A^{-1} D_{k}$. Using the vec operator, I obtain

$$
\left(\left(\otimes^{k} S \otimes P\right)-\lambda I\right) x=z
$$

where $S=C^{\prime}, x=\operatorname{vec}(X), z=\operatorname{vec}(Z)$ and $\lambda=-1$. Martin \& Van Loan (2006) refer to this as a shifted Kronecker product system.
Taking the real Schur decomposition of $S$ and $P$ gives

$$
\begin{equation*}
\left(\left(\otimes^{k} R \otimes W\right)-\lambda I\right) y=q \tag{20}
\end{equation*}
$$

where $R=Q^{-1} S Q, W=U^{-1} P U, y=\left(\otimes^{k} Q \otimes U\right) x$ and $q=\left(\otimes^{k} Q \otimes U\right) z$. The matrices $R$ and $W$ are upper quasi-triangular and the matrices $Q$ and $U$ are unitary matrices. This system is then solved using a similar approach to Kamenik (2005), that is the solutions to the problem at level $k-1$ are used to solve the problem at level $k$. However, the Martin and Van Loan algorithm differs in the treatment of the complex eigenvalues (if any) in the upper quasi-triangular matrices. Kamenik (2005) uses real algebra to solve these blocks (see equation (19)) while Martin \& Van Loan (2006) use the complex Schur decomposition to solve these blocks.

## 5. Second-order approximation

This section describes how to apply the second-order matrix chain rule from Theorem 1 to find a second-order approximation of a DSGE model, conditional on the solution to the first-order having been found. In particular I describe the steps required to get the matrix chain rule into the form of a system of generalised Sylvester equations that can be solved using a recursive generalised Sylvester equation solution algorithm.

### 5.1. Finding $g_{x x}$ and $h_{x x}$

First I define the matrices required for the second-order matrix chain rule in Theorem 1, then I find the generalised Sylvester equation representation of the problem for the unknown coefficient matrices; $g_{x x}$ and $h_{x x}$.

### 5.1.1. Matrix definitions

I begin by allowing $x_{t}$ to represent the $n x \times 1$ vector of predetermined date $t$ variables:

$$
\begin{equation*}
\underset{n x \times 1}{x_{t}}=\left[x_{1, t}, \cdots, x_{i, t}, \cdots, x_{n x, t}\right]^{\prime} . \tag{21}
\end{equation*}
$$

Likewise, the date $t$ vector of non-predetermined variables, $y_{t}$ is given by

$$
\begin{equation*}
\underset{n y \times 1}{y_{t}}=\left[y_{1, t}, \cdots, y_{i, t}, \cdots, y_{n y, t}\right]^{\prime} \tag{22}
\end{equation*}
$$

Using definitions (21) and (22) I define the gradient vector of equation (1) to be

$$
\underset{n \times 2 n}{D}=\left[\begin{array}{llll}
\frac{\partial f}{\partial x_{t+1}^{\prime}}, & \frac{\partial f}{\partial y_{t+1}^{\prime}}, & \frac{\partial f}{\partial x_{t}^{\prime}}, & \frac{\partial f}{\partial y_{t}^{\prime}} \tag{23}
\end{array}\right] .
$$

It follows from equation (23) that the Hessian of equation (1) can be written as

$$
\underset{n \times 4 n^{2}}{H}=\left[\begin{array}{llll}
\frac{\partial D}{\partial x_{t+1}^{\prime}}, & \frac{\partial D}{\partial y_{t+1}^{\prime}}, & \frac{\partial D}{\partial x_{t}^{\prime}}, & \frac{\partial D}{\partial y_{t}^{\prime}}
\end{array}\right] .
$$

Note that this definition of the Hessian differs from standard definition of the Hessian and the definition used in Gomme \& Klein (2011). However it is consistent with the Kamenik form of the problem.

The gradient matrix for the policy functions has the following form

$$
\underset{2_{2 n \times n x}}{M_{x}}=\left[\begin{array}{c}
h_{x} \\
g_{x} h_{x} \\
I \\
n x \times n x \\
g_{x}
\end{array}\right] .
$$

This is the same as the gradient matrix used in Gomme \& Klein (2011) and Binning (2013).

### 5.1.2. Solution

Applying the second-order matrix chain rule (from Theorem 1) to equation (8) results in the following system of equations

$$
H\left(M_{x} \otimes M_{x}\right)+D\left[\begin{array}{c}
h_{x x}  \tag{24}\\
g_{x} h_{x x}+g_{x x}\left(h_{x} \otimes h_{x}\right) \\
0 \\
n_{n x \times n x^{2}} \\
g_{x x}
\end{array}\right]=\underset{n \times n x^{2}}{0} .
$$

Note that Theorem 1 is applied to equation (8) directly and to $y_{t+1}=g\left(h\left(x_{t}, \sigma\right)+\sigma \varepsilon_{t+1}, \sigma\right)$ because it is also a composition function. To get equation (24) into the form of a generalised Sylvester equation I partition the matrix $D$ so that

$$
H\left(M_{x} \otimes M_{x}\right)+\left[\underset{n \times n x}{d_{1}, d_{2},}, d_{3 \times n y}, d_{n \times n x}, d_{n \times n y}\right]\left[\begin{array}{c}
h_{x x}  \tag{25}\\
g_{x} h_{x x}+g_{x x}\left(h_{x} \otimes h_{x}\right) \\
0 \\
n x \times n x^{2} \\
g_{x x}
\end{array}\right]=\underset{n \times n x^{2}}{0}
$$

From equation (25) I obtain the system of equations

$$
H\left(M_{x} \otimes M_{x}\right)+\left[d_{1}+d_{2} g_{x}, d_{4}\right]\left[\begin{array}{c}
h_{x x}  \tag{26}\\
g_{x x}
\end{array}\right]+\left[\underset{n \times n x}{0}, d_{2}\right]\left[\begin{array}{c}
h_{x x} \\
g_{x x}
\end{array}\right]\left(h_{x} \otimes h_{x}\right)=\underset{n \times n x^{2}}{0} .
$$

Equation (26) takes the form of a generalised Sylvester equation

$$
\begin{equation*}
A X+B X(C \otimes C)=D_{2} \tag{27}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\left[d_{1}+d_{2} g_{x}, d_{4}\right] \\
B & =\left[\begin{array}{c}
0 \\
n \times n x
\end{array}, d_{2}\right], \\
C & =h_{x}, \\
X & =\left[\begin{array}{c}
h_{x x} \\
g_{x x}
\end{array}\right], \\
D_{2} & =-H\left(M_{x} \otimes M_{x}\right) .
\end{aligned}
$$

Pre-multiplying equation (12) by $A^{-1}$ gives

$$
\begin{equation*}
X+A^{-1} B X(C \otimes C)=A^{-1} D_{2} \tag{28}
\end{equation*}
$$

Equation (28) can be solved by using one of the recursive Sylvester equation algorithms described in this paper.

### 5.2. Finding $g_{\sigma \sigma}$ and $h_{\sigma \sigma}$

In this subsection, I define some additional matrices required for the solution before outlining the second-order matrix chain rule which can be solved to find the unknown coefficients; $g_{\sigma \sigma}$ and $h_{\sigma \sigma}$.

### 5.2.1. Matrix definitions

I allow $N_{\sigma}$ to denote the first derivative of the policy functions with respect to the perturbation parameter $\sigma$

$$
\underset{2 n \times n x}{N_{\sigma}}=\left[\begin{array}{c}
I \\
n x \times n x \\
g_{x} \\
0 \\
n \times n x
\end{array}\right] .
$$

This matrix is the same as the one defined in Gomme \& Klein (2011) and Binning (2013).
I also define the variance-covariance matrix for the one step ahead prediction errors for the predetermined variables as

$$
\sum_{n x \times n x}=\left[\begin{array}{ccc}
\sigma_{1}^{2} & \cdots & \sigma_{1, n x} \\
\vdots & & \vdots \\
\sigma_{n x, 1} & \cdots & \sigma_{n x}^{2}
\end{array}\right]
$$

where $\sigma_{i}^{2}=\mathrm{E}_{t}\left[u_{i, t}^{2}\right], \sigma_{i, j}=\mathrm{E}_{t}\left[u_{i, t} u_{j, t}\right]$ and $u_{i, t}$ is the prediction error for the $i$ th predetermined variable.

### 5.2.2. Solution

Using the second-order matrix chain rule (from Theorem 1) I write the second derivative of equation (8) with respect to $\sigma$ as follows

$$
\operatorname{trm}\left(H\left(N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)+D\left[\begin{array}{c}
h_{\sigma \sigma} \\
g_{x} h_{\sigma \sigma}+g_{\sigma \sigma}+\operatorname{trm}\left(g_{x x}(\underset{n x \times n x}{I} \otimes \Sigma)\right) \\
0 \\
n x \times 1 \\
g_{\sigma \sigma}
\end{array}\right]=\underset{n \times 1}{ },
$$

where trm is the matrix trace, which for a given matrix $G$ is defined as follows

$$
\operatorname{trm}\left(\underset{p \times k^{2}}{G}\right)=\sum_{i=1}^{k} G(:, i+(i-1) k) .
$$

This differs from the definition in Gomme \& Klein (2011) and Binning (2013). The matrix trace appears in this problem as the consequence of taking the expectation of a matrix of random variables. See Appendix A for a further explanation.

To solve for the unknown coefficients $g_{\sigma \sigma}$ and $h_{\sigma \sigma}$ I partition the matrix $D$ in equation (5.2.2) as follows

$$
\operatorname{trm}\left(H\left(N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)+\left[d_{1}, d_{2}, d_{3}, d_{4}\right]\left[\begin{array}{c}
h_{\sigma \sigma}  \tag{29}\\
g_{x} h_{\sigma \sigma}+g_{\sigma \sigma}+\operatorname{trm}\left(g_{x x}(\underset{n x \times n x}{I} \otimes \Sigma)\right) \\
0 \\
0_{n x \times 1} \\
g_{\sigma \sigma}
\end{array}\right]=\underset{n \times 1}{0} .
$$

Equation (29) can be rearranged to obtain

$$
\operatorname{trm}\left(H\left(N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)+d_{2} \operatorname{trm}\left(g_{x x}(\underset{n x \times n x}{I} \otimes \Sigma)\right)+\left[d_{1}+d_{2} g_{x}, d_{2}+d_{4}\right]\left[\begin{array}{c}
h_{\sigma \sigma}  \tag{30}\\
g_{\sigma \sigma}
\end{array}\right]=\underset{n \times 1}{0}
$$

Equation (30) is then easily written as

$$
\begin{equation*}
A X=B \tag{31}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\left[d_{1}+d_{2} g_{x}, d_{2}+d_{4}\right] \\
X & =\left[\begin{array}{c}
h_{\sigma \sigma} \\
g_{\sigma \sigma}
\end{array}\right] \\
B & =-\operatorname{trm}\left(H\left(N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)-d_{2} \operatorname{trm}\left(g_{x x}(\underset{n x \times n x}{I} \otimes \Sigma)\right),
\end{aligned}
$$

which can be solved using standard matrix algebra.

## 6. Third-order approximation

As mentioned previously, $g_{x}$ and $h_{x}$ are known, and $g_{x x}, h_{x x}, g_{\sigma \sigma}$ and $h_{\sigma \sigma}$ can be found using the algorithms described in the previous sections. The rest of this section outlines the application of the third-order matrix chain rule from Theorem 2 to find $g_{x x x}, h_{x x x}, g_{\sigma \sigma x}$, $h_{\sigma \sigma x}, g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$. The additional steps required to get the chain-rules in the form of a generalised Sylvester equation consistent with a recursive solution algorithm are also covered. Note that if the third moment of the shocks is equal to zero, then $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$ will also be equal to zero.

### 6.1. Finding $g_{x x x}$ and $h_{x x x}$

In this section I define some matrices required for the solution, then I describe the thirdorder matrix chain rule which can be written as a system of generalised Sylvester equations and solved to find the matrices, $g_{x x x}$ and $h_{x x x}$.

### 6.1.1. Matrix definitions

The matrix of third derivatives for the function $f$ in equation (1) is given by

$$
\underset{n \times 8 n^{3}}{T}=\left[\begin{array}{llll}
\frac{\partial H}{\partial x_{t+1}^{\prime}}, & \frac{\partial H}{\partial y_{t+1}^{\prime}}, & \frac{\partial H}{\partial x_{t}^{\prime}}, & \frac{\partial H}{\partial y_{t}^{\prime}}
\end{array}\right] .
$$

The Hessian of the policy functions is given by

$$
\underset{2 n \times n x^{2}}{M_{x x}}=\left[\begin{array}{c}
h_{x x} \\
g_{x x}\left(h_{x} \otimes h_{x}\right)+g_{x} h_{x x} \\
0 \\
n x \times n x^{2} \\
g_{x x}
\end{array}\right] .
$$

This can be partitioned according to the second derivative of each predetermined variable so that

$$
\begin{equation*}
M_{x x}=\left[\underset{2 n \times n x}{M_{x x}^{1}, \cdots, M_{x x}^{i}, \cdots, \underset{2 n \times n x}{i n \times n x}} \underset{2 n}{n x}\right] . \tag{32}
\end{equation*}
$$

Using the partitions from equation (32), I define an alternative Hessian matrix for the policy functions

$$
\underset{2 n . n x \times n x^{3}}{M_{x x}^{\dagger}}=\left[\underset{n x \times n x}{I} \otimes M_{x x}^{1}, \cdots, \underset{n x \times n x}{I} \otimes M_{x x}^{i}, \cdots, \underset{n x \times n x}{I} \otimes M_{x x}^{n x}\right] .
$$

I also partition the second derivative of the policy function $h(\cdot)$ in a similar fashion to equation (32)

$$
h_{x x}=\left[\begin{array}{c}
h_{x x}^{1}, \cdots, \underset{n x x}{1}, h_{x x}^{i}, \cdots, h_{x x}^{n x}  \tag{33}\\
n x \times n x
\end{array}\right] .
$$

Using the partitions from equation (33), I define an alternative Hessian for the policy function $h(\cdot)$

$$
\underset{n x^{2} \times n x^{3}}{h_{x x}^{\dagger}}=\left[\underset{n x \times n x}{I} \otimes h_{x x}^{1}, \cdots, \underset{n x \times n x}{I} \otimes h_{x x}^{2}, \cdots, \underset{n x \times n x}{I} \otimes h^{n} x_{x x}\right] .
$$

### 6.1.2. Solution

Using the third-order matrix chain rule (from Theorem 2), I write the system of equations I need to solve to find $g_{x x x}$ and $h_{x x x}$ as

$$
\begin{gather*}
T\left(M_{x} \otimes M_{x} \otimes M_{x}\right)+H\left(M_{x x} \otimes M_{x}\right)+\cdots \\
\cdots+H\left(M_{x} \otimes M_{x x}\right)+H\left(M_{x} \otimes \underset{2 n \times 2 n}{I}\right) M_{x x}^{\dagger}+\cdots \\
\cdots+D\left[\begin{array}{c}
g_{x} h_{x x x}+g_{x x}\left(h_{x x} \otimes h_{x}\right)+g_{x x}\left(h_{x} \otimes h_{x x}\right)+\cdots \\
\cdots+g_{x x}\left(h_{x} \otimes \underset{n x \times n x}{I}\right) h_{x x}^{\dagger}+g_{x x x}\left(h_{x} \otimes h_{x} \otimes h_{x}\right) \\
0 \\
n x \times n x^{3} \\
g_{x x x}
\end{array}\right]=\underset{n \times n x^{3}}{0} . \tag{34}
\end{gather*}
$$

Note that Theorem 2 is applied to equation (8) directly and to $y_{t+1}=g\left(h\left(x_{t}, \sigma\right)+\sigma \varepsilon_{t+1}, \sigma\right)$ because it is also a composition function. To get equation (34) in the form of a generalised Sylvester equation I partition the matrix $D$, as follows

$$
\begin{align*}
& T\left(M_{x} \otimes M_{x} \otimes M_{x}\right)+H\left(M_{x x} \otimes M_{x}\right)+\cdots \\
& \cdots+H\left(M_{x} \otimes M_{x x}\right)+H\left(M_{x} \otimes_{2 n \times 2 n}^{I}\right) M_{x x}^{\dagger}+\cdots \\
& \cdots+\left[d_{1}, d_{2}, d_{3}, d_{4}\right]\left[\begin{array}{c}
h_{x x x} \\
g_{x} h_{x x x}+g_{x x}\left(h_{x x} \otimes h_{x}\right)+g_{x x}\left(h_{x} \otimes h_{x x}\right)+\cdots \\
\cdots+g_{x x}\left(h_{x} \otimes \underset{n x \times n x}{I}\right) h_{x x}^{\dagger}+g_{x x x}\left(h_{x} \otimes h_{x} \otimes h_{x}\right) \\
0 \\
n_{n x \times n x^{3}} \\
g_{x x x}
\end{array}\right]=\underset{n \times n x^{3}}{0} . \tag{35}
\end{align*}
$$

I can rewrite equation (35) as

$$
\begin{align*}
& T\left(M_{x} \otimes\right.\left.M_{x} \otimes M_{x}\right)+H\left(M_{x x} \otimes M_{x}\right)+H\left(M_{x} \otimes M_{x x}\right)+H\left(M_{x} \otimes \underset{2 n \times 2 n}{I}\right) M_{x x}^{\dagger}+\cdots \\
& \cdots+d_{2}\left[g_{x x}\left(h_{x} \otimes h_{x x}\right)+g_{x x}\left(h_{x x} \otimes h_{x}\right)+g_{x x}\left(h_{x} \otimes \underset{n x \times n x}{I}\right) h_{x x}^{\dagger}\right]+\cdots \\
& \cdots+\left[d_{1}+d_{2} g_{x}, d_{4}\right]\left[\begin{array}{c}
h_{x x x} \\
g_{x x x}
\end{array}\right]+\left[\underset{n \times n x}{0}, d_{2}\right]\left[\begin{array}{c}
h_{x x x} \\
g_{x x x}
\end{array}\right]\left(h_{x} \otimes h_{x} \otimes h_{x}\right)=\underset{n \times n x^{3}}{0}, \tag{36}
\end{align*}
$$

Equation (36) can then be written as the generalised Sylvester equation

$$
\begin{equation*}
A X+B X(C \otimes C \otimes C)=D_{3} \tag{37}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\left[d_{1}+d_{2} g_{x}, d_{4}\right] \\
B & =\left[\begin{array}{c}
0 \\
n \times n x
\end{array}, d_{2}\right] \\
C & =h_{x}, \\
X & =\left[\begin{array}{c}
h_{x x x} \\
g_{x x x}
\end{array}\right] \\
D_{3} & =-T\left(M_{x} \otimes M_{x} \otimes M_{x}\right)-H\left(M_{x x} \otimes M_{x}\right)-H\left(M_{x} \otimes M_{x x}\right)-\cdots \\
& \cdots-H\left(M_{x} \otimes \underset{2 n \times 2 n}{I}\right) M_{x x}^{\dagger}-d_{2}\left[g_{x x}\left(h_{x} \otimes h_{x x}\right)+g_{x x}\left(h_{x x} \otimes h_{x}\right)+g_{x x}\left(h_{x} \otimes \underset{n x \times n x}{I}\right) h_{x x}^{\dagger}\right] .
\end{aligned}
$$

Premultiplying equation (37) by $A^{-1}$ gives

$$
\begin{equation*}
X+A^{-1} B X(C \otimes C \otimes C)=A^{-1} D_{3} \tag{38}
\end{equation*}
$$

Just as was done with the second-order approximation (section 5), equation (38) can be solved using either the algorithm of Kamenik (2005) or the algorithm of Martin \& Van Loan (2006).

### 6.2. Finding $g_{\sigma \sigma x}$ and $h_{\sigma \sigma x}$

Next I find the time varying risk terms $g_{\sigma \sigma x}$ and $h_{\sigma \sigma x}$, but first I define some additional matrices required to write out the problem.

### 6.2.1. Matrix definitions

I begin by defining the third derivative of the policy functions with respect to $x_{t}$ and $\sigma$

$$
\underset{2_{\sigma \times n x^{2}}}{N_{\sigma x}}=\left[\begin{array}{c}
0 \\
g_{x x}\left(\begin{array}{c}
n x \times n x^{2} \\
h_{x} \otimes \underset{n x \times n x}{ } \\
0_{n \times n x^{2}}
\end{array}\right], ., \text {, }
\end{array}\right]
$$

I also define the Hessian of equation (8) with respect to $\sigma$ as

$$
\underset{\substack{P_{\sigma \sigma} \\
2 n \times 1}}{ }=\left[\begin{array}{c}
g_{x} h_{\sigma \sigma}+\operatorname{trm}\left(g _ { x x } \left(\underset{n x \times n x}{ } \sum_{\sigma \sigma}\right.\right. \\
0 \\
g_{n \times 1} \\
g_{\sigma \sigma}
\end{array}\right] .
$$

### 6.2.2. Solution

Using the third-order matrix chain rule (from Theorem 2) I can differentiate equation (8) with respect to $\sigma$ (twice) and with respect to all elements in $x_{t}$ to obtain

$$
\begin{align*}
& \operatorname{trm}\left(T\left(M_{x} \otimes N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)+2 \times \operatorname{trm}\left(H\left(N_{\sigma x} \otimes N_{\sigma} \Sigma\right)\right)+H\left(M_{x} \otimes P_{\sigma \sigma}\right)+\cdots \\
& \cdots+D\left[\begin{array}{c}
h_{\sigma \sigma x} \\
g_{x} h_{\sigma \sigma x}+\operatorname{trm}\left(g _ { x x x } ( \begin{array} { c } 
{ h _ { x } \otimes \underset { n x ^ { 2 } \times n x ^ { 2 } } { } }
\end{array} ) \left(\begin{array}{c}
I \\
n x^{2} \times n x^{2}
\end{array}\right.\right. \\
\cdots \Sigma))+\cdots \\
\cdots+g_{x x}\left(h_{x} \otimes h_{\sigma \sigma}\right)+g_{\sigma \sigma x} h_{x} \\
0 \\
g_{\sigma x \times n x}
\end{array}\right]=\underset{n \times n x}{0} . \tag{39}
\end{align*}
$$

To get equation (39) in the form of a generalised Sylvester equation I partition the the matrix $D$ so that

$$
\begin{align*}
& \operatorname{trm}\left(T\left(M_{x} \otimes N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)+2 \times \operatorname{trm}\left(H\left(N_{\sigma x} \otimes N_{\sigma} \Sigma\right)\right)+H\left(M_{x} \otimes P_{\sigma \sigma}\right)+\cdots \\
& \cdots+\left[d_{1}, d_{2}, d_{3}, d_{4}\right]\left[\begin{array}{c}
h_{\sigma \sigma x} \\
g_{x} h_{\sigma \sigma x}+\operatorname{trm}\left(g_{x x x}\left(h_{x} \otimes{ }_{n x^{2} \times n x^{2}}\right)\left(\begin{array}{c}
I_{n x^{2} \times n x^{2}} \\
I
\end{array} \otimes \Sigma\right)\right)+\cdots \\
\cdots+g_{x x}\left(h_{x} \otimes h_{\sigma \sigma}\right)+g_{\sigma \sigma x} h_{x} \\
0 \\
g_{\sigma \times n x}
\end{array}\right]=\underset{n \times n x}{0} . \tag{40}
\end{align*}
$$

I rearrange equation (40) to obtain

$$
\begin{array}{r}
\operatorname{trm}\left(T\left(M_{x} \otimes N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)+2 \times \operatorname{trm}\left(H\left(N_{\sigma x} \otimes N_{\sigma} \Sigma\right)\right)+H\left(M_{x} \otimes P_{\sigma \sigma}\right)+\cdots \\
\cdots+d_{2}\left[\operatorname{trm}\left(g_{x x x}\left(h_{x} \otimes \underset{n x^{2} \times n x^{2}}{I}\right)\left(\begin{array}{c}
I \\
n x^{2} \times n x^{2}
\end{array} \otimes \Sigma\right)\right)+g_{x x}\left(h_{x} \otimes h_{\sigma \sigma}\right)\right]+\cdots \\
\cdots+\left[d_{1}+d_{2} g_{x}, d_{4}\right]\left[\begin{array}{c}
h_{\sigma \sigma x} \\
g_{\sigma \sigma x}
\end{array}\right]+\left[\begin{array}{c}
0 \\
n \times n x
\end{array}, d_{2}\right]\left[\begin{array}{c}
h_{\sigma \sigma x} \\
g_{\sigma \sigma x}
\end{array}\right] h_{x}=\underset{n \times n x}{0} \tag{41}
\end{array}
$$

Equation (41) can be rewritten as the generalised Sylvester equation

$$
\begin{equation*}
A X+B X C=D_{1} \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\left[d_{1}+d_{2} g_{x}, d_{4}\right] \\
B & =\left[{ }_{n \times n x}^{0}, d_{2}\right], \\
C & =h_{x}, \\
D_{1} & =-\operatorname{trm}\left(T\left(M_{x} \otimes N_{\sigma} \otimes N_{\sigma} \Sigma\right)\right)-2 \times \operatorname{trm}\left(H\left(N_{\sigma x} \otimes N_{\sigma} \Sigma\right)\right)-\cdots \\
& \cdots-H\left(M_{x} \otimes P_{\sigma \sigma}\right)-d_{2}\left[\operatorname{trm}\left(g_{x x x}\left(h_{x} \otimes \underset{n x^{2} \times n x^{2}}{I}\right)\left(\underset{n x^{2} \times n x^{2}}{I} \otimes \Sigma\right)\right)+g_{x x}\left(h_{x} \otimes h_{\sigma \sigma}\right)\right] .
\end{aligned}
$$

Premultiplying equation (42) by $A^{-1}$ gives

$$
\begin{equation*}
X+A^{-1} B X C=A^{-1} D_{1} \tag{43}
\end{equation*}
$$

As in the previous section, equation (43) can be solved using the recursive solution method of Kamenik (2005), or Martin \& Van Loan (2006).

### 6.3. Finding $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$

In this section I solve for $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$. If the shocks are symmetrically distributed then $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$ will be equal to zero.

### 6.3.1. Matrix definitions

I define some additional matrices in this subsection. The Hessian of the policy functions (with respect to $\sigma$ ) can be written as

$$
\underset{2 n \times n x}{N_{\sigma \sigma}}=\left[\begin{array}{c}
0 \\
n x \times n x^{2} \\
g_{x x} \\
0 \\
n \times n x^{2}
\end{array}\right] .
$$

I also define the matrix $\Gamma$ to be the skewness-coskewness matrix

$$
\underset{n x \times n x^{2}}{\Gamma}=\left[\begin{array}{cccc}
\gamma_{1} & \gamma_{1,1,2} & \cdots & \gamma_{1, n x, n x} \\
\vdots & & & \vdots \\
\gamma_{n x, 1,1} & \cdots & \cdots & \gamma_{n x}
\end{array}\right]
$$

The skewness matrix contains the third moments of the prediction errors, where $\gamma_{i}=$ $E_{t}\left[u_{i, t}^{3}\right], \gamma_{i, j, k}=E_{t}\left[u_{i, t} u_{j, t} u_{k, t}\right]$, and $u_{i, t}$ is the prediction error for the $i$ th predetermined variable. This follows from the definition of the variance-covariance matrix: $\Sigma=E_{t}\left[u_{t} \otimes u_{t}^{\prime}\right]$, so that $\Gamma=E_{t}\left[u_{t} \otimes u_{t}^{\prime} \otimes u_{t}^{\prime}\right]$, where $u_{t}$ is a vector of prediction errors. If all the shocks are symmetrically distributed, this matrix will have zeros for all of its entries.

### 6.3.2. Solution

Using the third-order matrix chain rule defined (from Theorem 2), I can write the third derivative of equation (8) with respect to $\sigma$ as

$$
\begin{align*}
& \operatorname{trm}\left(T\left(N_{\sigma} \otimes N_{\sigma} \otimes N_{\sigma} \Gamma\right)\right)+3 \times \operatorname{trm}\left(H\left(N_{\sigma \sigma} \otimes N_{\sigma} \Gamma\right)\right)+\cdots \\
& \cdots+D\left[\begin{array}{c}
h_{\sigma \sigma \sigma} \\
g_{x} h_{\sigma \sigma \sigma}+g_{\sigma \sigma \sigma}+\operatorname{trm}\left(g_{x x x}\left(I_{n x^{2} \times n x^{2}} \otimes \Gamma\right)\right) \\
0 \\
g_{\sigma x \times 1} \\
g_{\sigma \sigma \sigma}
\end{array}\right]={ }_{n \times 1}^{0} . \tag{44}
\end{align*}
$$

To find the unknown coefficient matrices $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$ I partition the matrix $D$ so that

$$
\begin{align*}
& \operatorname{trm}\left(T\left(N_{\sigma} \otimes N_{\sigma} \otimes N_{\sigma} \Gamma\right)\right)+3 \times \operatorname{trm}\left(H\left(N_{\sigma \sigma} \otimes N_{\sigma} \Gamma\right)\right)+\cdots \\
& \cdots+\left[d_{1}, d_{2}, d_{3}, d_{4}\right]\left[\begin{array}{c}
h_{\sigma \sigma \sigma} \\
g_{x} h_{\sigma \sigma \sigma}+g_{\sigma \sigma \sigma}+\operatorname{trm}\left(g_{x x x}\left(\begin{array}{c}
I_{n x^{2} \times n x^{2}} \\
0 \\
0_{n x \times 1} \\
g_{\sigma \sigma \sigma}
\end{array}\right] \Gamma\right)
\end{array}\right]={ }_{n \times 1}^{0} . \tag{45}
\end{align*}
$$

I rewrite equation (45) as

$$
\begin{align*}
\operatorname{trm}\left(T \left(N_{\sigma} \otimes\right.\right. & \left.\left.N_{\sigma} \otimes N_{\sigma} \Gamma\right)\right)+3 \times \operatorname{trm}\left(H\left(N_{\sigma \sigma} \otimes N_{\sigma} \Gamma\right)\right)+\cdots \\
& \cdots+d_{2} \operatorname{trm}\left(g_{x x x}\left(\underset{n x^{2} \times n x^{2}}{I} \otimes \Gamma\right)\right)+\left[d_{1}+d_{2} g_{x}, d_{2}+d_{4}\right]\left[\begin{array}{c}
h_{\sigma \sigma \sigma} \\
g_{\sigma \sigma \sigma}
\end{array}\right]=\underset{n \times 1}{0} . \tag{46}
\end{align*}
$$

Equation (46) can be rewritten as

$$
\begin{equation*}
A X=B \tag{47}
\end{equation*}
$$

where

$$
\begin{aligned}
A & =\left[d_{1}+d_{2} g_{x}, d_{2}+d_{4}\right], \\
X & =\left[\begin{array}{c}
h_{\sigma \sigma \sigma} \\
g_{\sigma \sigma \sigma}
\end{array}\right], \\
B & =-\operatorname{trm}\left(T\left(N_{\sigma} \otimes N_{\sigma} \otimes N_{\sigma} \Gamma\right)\right)+\cdots \\
& \cdots+3 \times \operatorname{trm}\left(H\left(N_{\sigma \sigma} \otimes N_{\sigma} \Gamma\right)\right)-d_{2} \operatorname{trm}\left(g_{x x x}\left(\underset{n x^{2} \times n x^{2}}{I} \otimes \Gamma\right)\right) .
\end{aligned}
$$

Equation (47) can easily be solved using standard matrix algebra.

## 7. Performance

I demonstrate the performance of my solution method using 4 models of various sizes in this section. I record the times taken to solve each model (in seconds) for a second-order solution (finding the $g_{x x}, h_{x x}, g_{\sigma \sigma}$ and $h_{\sigma \sigma}$ terms) and a third-order solution (finding the $g_{x x x}, h_{x x x}, g_{\sigma \sigma x}, h_{\sigma \sigma x}, g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$ terms). I also compare the performance between the Kamenik solution algorithm and the Martin and Van Loan solution method for solving the Sylvester equations, and how the algorithms perform on a 32 bit computer ( 2 cores), a 64 bit computer ( 8 cores) and using the Matlab/Fortran mex functions on the 64 bit computer ( 8 cores). ${ }^{7}$ I have only written Fortran code for the Kamenik algorithm, so there are no times recorded in the Matlab/Fortran mex column for the Martin and Van Loan algorithm.

The first model is a very simple RBC model with external habit formation. The model has 4 predetermined variables and 2 non-predetermined variables ( 6 equations in total). The equations are presented in Appendix D.1.

Table 1: Computation Times: RBC Model with habit

|  | 32 bit Matlab | 64 bit Matlab | 64 bit <br> Matlab/Fortran Mex |
| :--- | :---: | :---: | :---: |
| Second-order* $^{*}$ | 0.002215 | 0.003068 | $1.644566 \times 10^{-4}$ |
| Second-order** $^{*}$ | 0.003661 | 0.003590 | NA |
| Third-order* | 0.009165 | 0.007501 | 0.001987 |
| Third-order** | 0.016965 | 0.015241 | NA |

${ }^{1}$ Model size: $\mathrm{n}=6, \mathrm{nx}=4$, $\mathrm{ny}=2$.
$2 *=$ Kamenik algorithm, ${ }^{* *}=$ Martin and Van Loan algorithm.

[^4]The second model I test is a simple New Keynesian DSGE model with habit formation, Rotemberg pricing with indexation and persistence in the Taylor rule. The model has 11 predetermined variables and 5 non-predetermined variables (16 equations in total). See Appendix D. 2 for a description of the model equations.

Table 2: Computation Times: NK Model

|  | 32 bit Matlab | 64 bit Matlab | 64 bit <br> Matlab/Fortran Mex |
| :--- | :---: | :---: | :---: |
| Second-order* $^{*}$ | 0.014846 | 0.012749 | 0.002766 |
| Second-order** $^{*}$ | 0.039877 | 0.029043 | NA |
| Third-order* | 0.209835 | 0.194977 | 0.043463 |
| Third-order** | 0.525145 | 0.421423 | NA |

${ }^{1}$ Model size: $\mathrm{n}=16, \mathrm{nx}=11, \mathrm{ny}=5$.
$2 *=$ Kamenik algorithm, ${ }^{* *}=$ Martin and Van Loan algorithm.

The third model is a Gali and Monacelli type open economy model (see Gali \& Monacelli, 2008), with habit formation, Calvo pricing with indexation and persistence in the Taylor rule. The model has 21 predetermined variables and 11 non-predetermined variables ( 32 equations in total). The model equations are presented in Appendix D.3.

Table 3: Computation Times: Open Economy NK Model

|  | 32 bit Matlab | 64 bit Matlab | 64 bit <br> Matlab/Fortran Mex |
| :--- | :---: | :---: | :---: |
| Second-order* $^{*}$ | 0.079749 | 0.062015 | 0.017121 |
| Second-order** $^{*}$ | 0.219507 | 0.180435 | NA |
| Third-order* | 3.832276 | 2.326913 | 1.002582 |
| Third-order** | 7.015808 | 5.138845 | NA |

${ }^{1}$ Model size: $\mathrm{n}=32, \mathrm{nx}=21$, $\mathrm{ny}=11$.
$2 *=$ Kamenik algorithm, ${ }^{* *}=$ Martin and Van Loan algorithm.

The fourth model is a two country open economy model with Epstein Zin preferences, Rotemberg pricing with indexation and persistence in the Taylor rule. The model has 20 predetermined variables and 33 non-predetermined variables ( 53 equations in total). See Appendix D. 4 for a description of the model equations.

Table 4: Computation Times: Open Economy NK EZ Model

|  | 32 bit Matlab | 64 bit Matlab | 64 bit <br> Matlab/Fortran Mex |
| :--- | :---: | :---: | :---: |
| Second-order* | 0.127550 | 0.099659 | 0.043101 |
| Second-order** $^{*}$ | 0.327706 | 0.245445 | NA |
| Third-order* | 8.665429 | 5.026511 | 3.089053 |
| Third-order** | 12.715805 | 8.773993 | NA |

${ }^{1}$ Model size: $\mathrm{n}=53, \mathrm{nx}=20$, ny $=33$.
$2^{*}=$ Kamenik algorithm, ${ }^{* *}=$ Martin and Van Loan algorithm.
From all four examples, the Matlab/Fortran mex code is always faster than the pure Matlab code, as would be expected. The Matlab/Fortran mex version of the code using the Kamenik algorithm is between 1.6 and 18 times faster than the same code written in Matlab on the same platform. The Kamenik algorithm is always faster than the Martin and Van Loan algorithm. This is probably because it is faster to solve the complex eigenvalues from the real Schur decomposition using real algebra than it is using complex algebra.

Using the Matlab/Fortran mex code, it takes slightly more than 3 seconds to find a second and a third-order approximation of a model with 53 equations in total. This time is comparable to Dynare/Dynare++. ${ }^{8}$ Using the Matlab version of the code on the 64 bit computer it takes approximately 5.13 seconds to find a second and a third-order approximation of the same model, and less than 9 seconds to find the same second and third-order solutions on a 32 bit desk top pc. Trying to find a third-order approximation of the same model using Matlab code from Andreasen (2011) or from Binning (2013) on the 32 bit desk top pc would be impossible as it would require too much memory.

The solution times for the third-order approximation include the solution of the $g_{\sigma \sigma \sigma}$ and $h_{\sigma \sigma \sigma}$ terms, if these were not required because the shocks were symmetrically distributed, the third-order solution would take less time to solve.

## 8. Conclusion

In this paper, I have presented a new method for solving second and third-order approximations of DSGE models. In particular I have presented the matrix chain rules and algebra that are consistent with using a recursive Sylvester equation solution. I have also shown that this solution method can solve small and medium size DSGE models in a competitive

[^5]time, using only Matlab code. My Matlab/Fortran mex code provides a quick solution and is comparable in speed to Dynare/Dynare++. The routines that accompany this paper are standalone, so they do not require any additional toolboxes to run and they can easily be combined with other Matlab code, something that should make them attractive to practitioners who require a lot of flexibility, for example those developing estimation routines for non-linear DSGE models. Existing routines in Dynare/Dynare++ are fast, but are not so flexible in there implementation, making them more difficult to combine with external routines in an efficient way.

## Appendix A. Matrix trace and expectations

In this appendix I explain how to derive the definition of the matrix trace I use in this paper. Let $\epsilon$ be an $m \times 1$ random vector, $X$ be an $n \times m$ matrix and $A$ be an $n \times n$ matrix then the expectation of the matrix product $\epsilon^{\prime} X^{\prime} A X \epsilon$ is given by

$$
\begin{equation*}
\mathrm{E}\left[\epsilon^{\prime} X^{\prime} A X \epsilon\right]=\left[\mathrm{E}(\epsilon)^{\prime} \mathrm{E}(X)^{\prime}\right] A[\mathrm{E}(x) \mathrm{E}(\epsilon)]+\operatorname{tr}\left(X^{\prime} A X \Sigma\right) \tag{A.1}
\end{equation*}
$$

where $\Sigma=\mathrm{E}\left[\epsilon \epsilon^{\prime}\right]$, (see Rice, 2007, chapter 14).
If I assume that $\mathrm{E}[\epsilon]=0$, then I have

$$
\begin{equation*}
\mathrm{E}\left[\epsilon^{\prime} X^{\prime} A X \epsilon\right]=\operatorname{tr}\left(X^{\prime} A X \Sigma\right) \tag{A.2}
\end{equation*}
$$

Using $\operatorname{tr}(B C)=\operatorname{vec}\left(B^{\prime}\right)^{\prime} \operatorname{vec}(C)$ I can rewrite equation (A.2) as

$$
\begin{align*}
\mathrm{E}\left[\epsilon^{\prime} X^{\prime} A X \epsilon\right] & =\operatorname{tr}\left(I \Sigma X^{\prime} A X\right)  \tag{A.3}\\
& =\operatorname{vec}\left(I^{\prime}\right)^{\prime} \operatorname{vec}\left(\Sigma X^{\prime} A X\right) \\
& =\operatorname{vec}(I)^{\prime}\left(X^{\prime} \otimes \Sigma X^{\prime}\right) \operatorname{vec}(A)
\end{align*}
$$

Taking the transpose gives

$$
\begin{aligned}
\mathrm{E}\left[\epsilon^{\prime} X^{\prime} A^{\prime} X \epsilon\right] & =\operatorname{vec}(A)^{\prime}(X \otimes X \Sigma) \operatorname{vec}(I) \\
& =A^{*}(X \otimes X \Sigma) \operatorname{vec}(I) \\
& =G \operatorname{vec}(I) \\
& =\sum_{i=1}^{n} G(:, i+n(i-1))
\end{aligned}
$$

where $A^{*}=\operatorname{vec}(A)^{\prime}$, and $G=A^{*}(X \otimes X \Sigma)$.

## Appendix B. Second-order matrix chain rule proof

Proof From Theorem 1 the proposed second-order matrix chain rule takes the form

$$
\begin{equation*}
\mathrm{Y}=\mathrm{H}(\mathrm{M} \otimes \mathrm{M})+\mathrm{DN} \tag{B.1}
\end{equation*}
$$

To prove this a second-order matrix chain rule I need to show that Faà di Bruno's formula holds for each element in Y. Equation (B.1) can be rewritten as

$$
\mathrm{Y}=\mathrm{S}^{1}+\mathrm{S}^{2}
$$

where $S^{1}=H(M \otimes M)$ and $S^{2}=D N$. Showing that Faà di Bruno's formula holds for each element in Y means showing that

$$
\begin{aligned}
\mathbf{y}_{1, i+n(j-1)} & =\mathrm{s}_{1, i+n(j-1)}^{1}+\mathrm{s}_{1, i+n(j-1)}^{2}, \\
& =\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathbf{g}_{i}^{a} \mathbf{g}_{j}^{b}+\sum_{a=1}^{m} \mathrm{f}_{a} \mathbf{g}_{i, j}^{a},
\end{aligned}
$$

where

$$
\begin{aligned}
\mathbf{s}_{1, i+n(j-1)}^{1} & =\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{i}^{a} \mathrm{~g}_{j}^{b}, \\
\mathrm{~s}_{1, i+n(j-1)}^{2} & =\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, j}^{a}, \\
\mathrm{y}_{1, i+n(j-1)} & =\mathrm{y}_{i, j} .
\end{aligned}
$$

This can be done in 2 steps, first I need to show that $s_{1, i+n(j-1)}^{1}=\sum_{a=1}^{m} \sum_{b=1}^{m} f_{a, b} g_{i}^{a} g_{j}^{b}$ and then I need to show that $\mathrm{s}_{1, i+n(j-1)}^{2}=\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, j}^{a}$.

## Step 1

I need to show that $s_{1, i+n(j-1)}^{1}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathbf{g}_{i}^{a} \mathbf{g}_{j}^{b}$. I begin by defining $\Theta^{1}$

$$
\underset{m^{2} \times n^{2}}{\Theta^{1}}=M \otimes M=\left[\begin{array}{ccccc}
\mathrm{P}_{1}^{1} & \cdots & \mathrm{P}_{i}^{1} & \cdots & \mathrm{P}_{n}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathrm{P}_{1}^{a} & \cdots & \mathrm{P}_{i}^{a} & \cdots & \mathrm{P}_{n}^{a} \\
\vdots & & \vdots & & \vdots \\
\mathrm{P}_{1}^{m} & \cdots & \mathrm{P}_{i}^{m} & \cdots & \mathrm{P}_{n}^{m}
\end{array}\right]
$$

where

$$
\underset{P_{i}}{\mathrm{P}_{i n}^{a}}=\left[\begin{array}{ccccc}
\mathrm{g}_{i}^{a} \mathrm{~g}_{1}^{1} & \cdots & \mathrm{~g}_{i}^{a} \mathrm{~g}_{j}^{1} & \cdots & \mathrm{~g}_{i}^{a} \mathrm{~g}_{n}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathrm{~g}_{i}^{a} \mathrm{~g}_{1}^{b} & \cdots & \mathrm{~g}_{i}^{a} \mathrm{~g}_{j}^{b} & \cdots & \mathrm{~g}_{i}^{a} \mathrm{~g}_{n}^{b} \\
\vdots & & \vdots & & \vdots \\
\mathrm{~g}_{i}^{a} \mathrm{~g}_{1}^{m} & \cdots & \mathrm{~g}_{i}^{a} \mathrm{~g}_{j}^{m} & \cdots & \mathrm{~g}_{i}^{a} \mathrm{~g}_{n}^{m}
\end{array}\right] .
$$

The element in the $b+m(a-1)$ th row and the $i+n(j-1)$ th column of $\Theta^{1}$ is given by

$$
\theta_{b+m(a-1), i+n(j-1)}^{1}=\mathbf{g}_{i}^{a} \mathbf{g}_{j}^{b}
$$

The elements in H are indexed such that $\mathrm{h}_{1, b+m(a-1)}=f_{a, b}$. Premultiplying $\Theta^{1}$ by H

$$
\mathbf{S}^{1}=\mathrm{H}(\mathbf{M} \otimes \mathrm{M})=\left[\begin{array}{c}
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{i}^{a} \mathrm{~g}_{1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{n}^{a} \mathrm{~g}_{1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{j}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{i}^{a} \mathrm{~g}_{j}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{n}^{a} \mathrm{~g}_{j}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{n}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{i}^{a} \mathrm{~g}_{n}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{n}^{a} \mathrm{~g}_{n}^{b}
\end{array}\right]
$$

where

$$
s_{1, i+n(j-1)}^{1}=\sum_{a=1}^{m} \sum_{b=1}^{m} f_{a, b} g_{i}^{a} g_{j}^{b}
$$

as required.

## Step 2

I need to show that $\mathrm{s}_{1, i+n(j-1)}^{2}=\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, j}^{a}$ where $\mathrm{S}^{2}=\mathrm{DN}$. As defined in section 3 the
elements in D and N are indexed as follows: $\mathrm{d}_{1, a}=\mathrm{f}_{a}$ and $\mathrm{n}_{a, i+n(j-1)}=\mathrm{g}_{j, i}^{a}$. So that

$$
\mathrm{S}^{2}=\mathrm{DN}=\left[\begin{array}{c}
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{1,1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, 1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{n, 1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{1, j}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, j}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{n, j}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{1, n}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, n}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{n, n}^{a}
\end{array}\right],
$$

with

$$
s_{1, i+n(j-1)}^{2}=\sum_{a=1}^{m} f_{a} \mathbf{g}_{i, j}^{a}
$$

as required.

## Appendix C. Third-order matrix chain rule proof

Proof From Theorem 2, the proposed third-order chain rule is given by

$$
\mathrm{Z}=\mathrm{T}(\mathrm{M} \otimes \mathrm{M} \otimes \mathrm{M})+\mathrm{H}(\mathrm{M} \otimes \mathrm{~N})+\mathrm{H}(\mathrm{~N} \otimes \mathrm{M})+\mathrm{H}(\mathrm{M} \otimes \underset{m \times m}{I}) \mathrm{N}^{*}+\mathrm{DK}
$$

this can be rewritten as

$$
Z=S^{1}+S^{2}+S^{3}+S^{4}+S^{5}
$$

where

$$
\begin{aligned}
& \mathrm{S}^{1}=\mathrm{T}(\mathrm{M} \otimes \mathrm{M} \otimes \mathrm{M}), \\
& \mathrm{S}^{2}=\mathrm{H}(\mathrm{M} \otimes \mathrm{~N}), \\
& \mathrm{S}^{3}=\mathrm{H}(\mathrm{~N} \otimes \mathrm{M}), \\
& \mathrm{S}^{4}=\mathrm{H}(\mathrm{M} \otimes \underset{m \times m}{I}) \mathrm{N}^{*}, \\
& \mathrm{~S}^{5}=\mathrm{DK}
\end{aligned}
$$

The proof for the Theorem 2 proceeds in the same fashion as the proof for Theorem 1, namely I need to show that Faà di Bruno's formula holds for each element in Z or more specifically the following 5 equations hold

$$
\begin{aligned}
& \mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{1}=\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{i}^{a} \mathbf{g}_{j}^{b} \mathbf{g}_{k}^{c} \\
& \mathrm{~s}_{1, i+n(j-1)+n^{2}(k-1)}^{2}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{k}^{a} \mathrm{~g}_{i, j}^{b} \\
& \mathrm{~s}_{1, i+n(j-1)+n^{2}(k-1)}^{3}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{k, j}^{b} \mathrm{~g}_{i}^{a} \\
& \mathrm{~s}_{1, i+n(j-1)+n^{2}(k-1)}^{4}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{j}^{a} \mathrm{~g}_{i, k}^{b} \\
& \mathrm{~s}_{1, i+n(j-1)+n^{2}(k-1)}^{5}=\sum_{a=1}^{m} \mathrm{f}_{a} \mathbf{g}_{i, j, k}^{a}
\end{aligned}
$$

I do this in 5 steps.

## Step 1

In this step I need to show that $s_{1, i+n(j-1)+n^{2}(k-1)}^{1}=\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathbf{f}_{a, b, c} \mathbf{g}_{i}^{a} \mathbf{g}_{j}^{b} \mathbf{g}_{k}^{c}$. I begin by defining $\Theta^{2}$ such that

$$
{ }_{m^{3} \times n^{3}}^{\Theta^{2}}=M \otimes M \otimes M=\left[\begin{array}{ccccc}
\mathrm{Q}_{1}^{1} & \cdots & \mathrm{Q}_{k}^{1} & \cdots & \mathrm{Q}_{n}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathrm{Q}_{1}^{c} & \cdots & \mathrm{Q}_{k}^{c} & \cdots & \mathrm{Q}_{n}^{c} \\
\vdots & & \vdots & & \vdots \\
\mathrm{Q}_{1}^{m} & \cdots & \mathrm{Q}_{k}^{m} & \cdots & \mathrm{Q}_{n}^{m}
\end{array}\right]
$$

where

$$
\mathrm{Q}_{m^{2} \times n^{2}}^{c}=(\mathrm{M} \otimes \mathrm{M}) \mathrm{g}_{k}^{c}=\left[\begin{array}{ccccc}
\mathrm{Q}_{1, k}^{1, c} & \cdots & \mathrm{Q}_{j, k}^{1, c} & \cdots & \mathrm{Q}_{n, k}^{1, c} \\
\vdots & & \vdots & & \vdots \\
\mathrm{Q}_{1, k}^{b, c} & \cdots & \mathrm{Q}_{j, k}^{b, c} & \cdots & \mathrm{Q}_{n, k}^{b, c} \\
\vdots & & \vdots & & \vdots \\
\mathrm{Q}_{1, k}^{m, c} & \cdots & \mathrm{Q}_{j, k}^{m, c} & \cdots & \mathrm{Q}_{n, k}^{m, c}
\end{array}\right]
$$

and

$$
\mathbf{Q}_{j, k}^{b, c}=\mathrm{Mg}_{j}^{b} \mathrm{~g}_{k}^{c}=\left[\begin{array}{ccccc}
\mathrm{g}_{1}^{1} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} & \cdots & \mathrm{~g}_{i}^{1} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} & \cdots & \mathrm{~g}_{n}^{1} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} \\
\vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{a} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} & \cdots & \mathrm{~g}_{i}^{a} \mathbf{g}_{j}^{b} \mathrm{~g}_{k}^{c} & \cdots & \mathrm{~g}_{n}^{a} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} \\
\vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{m} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} & \cdots & \mathrm{~g}_{i}^{m} \mathbf{g}_{j}^{b} \mathrm{~g}_{k}^{c} & \cdots & \mathbf{g}_{n}^{m} \mathbf{g}_{j}^{b} \mathbf{g}_{k}^{c}
\end{array}\right]
$$

so that the element in the $a+m(b-1)+m^{2}(c-1)$ th row and the $i+n(j-1)+n^{2}(k-1)$ th column is given by

$$
\theta_{a+m(b-1)+m^{2}(c-1), i+n(j-1)+n^{2}(k-1)}^{2}=\mathrm{g}_{i}^{a} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c}
$$

From section 3, the element in the 1st row and the $a+m(b-1)+m^{2}(c-1)$ th column of T is

$$
\mathrm{t}_{1, a+m(b-1)+m^{2}(c-1)}=f_{a, b, c} .
$$

Combining these terms gives

$$
\mathbf{S}^{1}=\mathrm{T}^{2}=\mathrm{T}\left(\mathbf{M} \otimes \underset{1 \times n^{3}}{\mathbf{M}} \otimes \mathbf{M}\right)=\left[\begin{array}{c}
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1}^{b} \mathrm{~g}_{1}^{c} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{2}^{a} \mathrm{~g}_{1}^{b} \mathrm{~g}_{1}^{c} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{n}^{a} \mathrm{~g}_{1}^{b} \mathrm{~g}_{1}^{c} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{1}^{a} \mathrm{~g}_{2}^{b} \mathrm{~g}_{1}^{c} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{n}^{a} \mathrm{~g}_{n}^{b} \mathrm{~g}_{1}^{c} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1}^{b} \mathrm{~g}_{2}^{c} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{i}^{a} \mathrm{~g}_{j}^{b} \mathrm{~g}_{k}^{c} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} \mathrm{f}_{a, b, c} \mathrm{~g}_{n}^{a} \mathrm{~g}_{n}^{b} \mathrm{~g}_{n}^{c}
\end{array}\right]^{\prime}
$$

where it can be easily verified that

$$
\mathbf{s}_{1, i+n(j-1)+n^{2}(k-1)}^{1}=\sum_{a=1}^{m} \sum_{b=1}^{m} \sum_{c=1}^{m} f_{a, b, c} \boldsymbol{g}_{i}^{a} \mathbf{g}_{j}^{b} \mathbf{g}_{k}^{c}
$$

## Step 2

In this step I need to show that $\mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{2}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathbf{g}_{k}^{a} \mathbf{g}_{i, j}^{b}$. I begin by defining $\Theta^{3}$ so that

$$
\underset{m^{2} \times n^{3}}{\Theta^{3}}=\mathrm{M} \otimes \mathrm{~N}=\left[\begin{array}{ccccc}
\mathrm{R}_{1}^{1} & \cdots & \mathrm{R}_{k}^{1} & \cdots & \mathrm{R}_{n}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathrm{R}_{1}^{a} & \cdots & \mathrm{R}_{k}^{a} & \cdots & \mathrm{R}_{n}^{a} \\
\vdots & & \vdots & & \vdots \\
\mathrm{R}_{1}^{m} & \cdots & \mathrm{R}_{k}^{m} & \cdots & \mathrm{R}_{n}^{m}
\end{array}\right]
$$

where

$$
\underset{m \times n^{2}}{\mathrm{R}_{k}^{a}}=\mathrm{g}_{k}^{a} \mathrm{~N}
$$

The element in the $b+m(a-1)$ th row and the $i+n(j-1)+n^{2}(k-1)$ column of $\Theta^{3}$ is given by

$$
\theta_{b+m(a-1), i+n(j-1)+n^{2}(k-1)}^{3}=\mathbf{g}_{k}^{a} \mathbf{g}_{i, j}^{b} .
$$

From section 3, the elements in $H$ are referenced so that: $\boldsymbol{h}_{1, b+m(a-1)}=\boldsymbol{f}_{b, a}$. So that

$$
\mathbf{S}^{2}=\mathrm{H} \Theta^{3}=\mathrm{H}(\mathrm{M} \otimes \mathrm{~N})=\left[\begin{array}{c}
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1,1}^{b} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{2,1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{n, 1}^{b} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1,2}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1, n}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{n, n}^{b} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{2}^{a} \mathrm{~g}_{1,1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{k}^{a} \mathrm{~g}_{2, j}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{n}^{a} \mathrm{~g}_{n, n}^{b}
\end{array}\right]^{\prime}
$$

where

$$
\mathbf{s}_{1, i+n(j-1)+n^{2}(k-1)}^{2}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathbf{f}_{a, b} \mathbf{g}_{k}^{a} \mathbf{g}_{i, j}^{b},
$$

as required.

## Step 3

In this step I need to show that $\mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{3}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{k, j}^{b} \mathrm{~g}_{i}^{a}$. I begin by defining
$\Theta^{4}$ so that

$$
\underset{m^{2} \times n^{3}}{\Theta^{4}}=\mathrm{N} \otimes \mathrm{M}=\left[\begin{array}{ccccc}
\mathrm{U}_{1,1}^{1} & \cdots & \mathrm{U}_{k, j}^{1} & \cdots & \mathrm{U}_{n, n}^{1} \\
\vdots & & \vdots & & \vdots \\
\mathrm{U}_{1,1}^{b} & \cdots & \mathrm{U}_{k, j}^{b} & \cdots & \mathrm{U}_{n, n}^{b} \\
\vdots & & \vdots & & \vdots \\
\mathrm{U}_{1,1}^{m} & \cdots & \mathrm{U}_{k, j}^{m} & \cdots & \mathrm{U}_{n, n}^{m}
\end{array}\right]
$$

where

$$
\mathrm{u}_{k, j}^{b}=\mathrm{g}_{k, j}^{b} \mathrm{M}
$$

The element in the $a+m(b-1)$ th row and the $i+n(j-1)+n^{2}(k-1)$ th column is given by

$$
\theta_{a+m(b-1), i+n(j-1)+n^{2}(k-1)}^{4}=\mathrm{g}_{k, j}^{b} \mathrm{~g}_{i}^{a} .
$$

From section 3, the elements in H are referenced so that: $\boldsymbol{h}_{1, b+m(a-1)}=\mathbf{f}_{b, a}$. From the definition of $S^{3}$

$$
\mathbf{S}^{3}=\mathrm{H}^{4}=\mathrm{H}(\mathrm{~N} \otimes \mathrm{M})=\left[\begin{array}{c}
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1,1}^{b} \mathrm{~g}_{1}^{a} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1,1}^{b} \mathrm{~g}_{2}^{a} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1,1}^{b} \mathrm{~g}_{n}^{a} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1,2}^{b} \mathrm{~g}_{1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1, n}^{b} \mathrm{~g}_{n}^{a} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{2,1}^{b} \mathrm{~g}_{1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{k, j}^{b} \mathrm{~g}_{i}^{a} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{n, n}^{b} \mathrm{~g}_{n}^{a}
\end{array}\right]^{\prime}
$$

where

$$
\mathbf{s}_{1, i+n(j-1)+n^{2}(k-1)}^{3}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathbf{f}_{a, b} \mathbf{g}_{k, j}^{b} \mathbf{g}_{i}^{a},
$$

as required.

Step 4
In this step I need to show that $\mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{4}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{j}^{a} \mathrm{~g}_{i, k}^{b}$. I begin by defining $\Theta^{5}$ so that

$$
\Theta^{5}=\left(\begin{array}{llll}
M \otimes \underset{m \times m}{I}
\end{array}\right) \mathbf{N}^{*}=\left[\begin{array}{llll}
M \otimes \tilde{\mathbf{N}}^{1} & \ldots & \mathrm{M} \otimes \tilde{\mathbf{N}}^{k} & \ldots \\
M \otimes \tilde{\mathbf{N}}^{n}
\end{array}\right]
$$

where

$$
\mathbf{M} \otimes \tilde{\mathbf{N}}^{k}=\left[\begin{array}{ccccccccc}
\mathrm{g}_{1}^{1} \mathrm{~g}_{1, k}^{1} & \mathrm{~g}_{1}^{1} \mathrm{~g}_{2, k}^{1} & \cdots & \mathrm{~g}_{1}^{1} \mathrm{~g}_{n, k}^{1} & \mathrm{~g}_{2}^{1} \mathrm{~g}_{1, k}^{1} & \cdots & \mathrm{~g}_{j}^{1} \mathrm{~g}_{i, k}^{1} & \cdots & \mathrm{~g}_{n}^{1} \mathrm{~g}_{n, k}^{1} \\
\mathrm{~g}_{1}^{1} \mathrm{~g}_{1, k}^{2} & \mathrm{~g}_{1}^{1} \mathrm{~g}_{2, k}^{2} & \cdots & \mathrm{~g}_{1}^{1} \mathrm{~g}_{n, k}^{2} & \mathrm{~g}_{2}^{1} \mathrm{~g}_{1, k}^{2} & \cdots & \mathrm{~g}_{j}^{1} \mathrm{~g}_{i, k}^{2} & \cdots & \mathrm{~g}_{n}^{1} \mathrm{~g}_{n, k}^{2} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{1} \mathrm{~g}_{1, k}^{b} & \mathrm{~g}_{1}^{1} \mathrm{~g}_{2, k}^{b} & \cdots & \mathrm{~g}_{1}^{1} \mathrm{~g}_{n, k}^{b} & \mathrm{~g}_{2}^{1} \mathrm{~g}_{1, k}^{b} & \cdots & \mathrm{~g}_{j}^{1} \mathrm{~g}_{i, k}^{b} & \cdots & \mathrm{~g}_{n}^{1} \mathrm{~g}_{n, k}^{b} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{1} \mathrm{~g}_{1, k}^{m} & \mathrm{~g}_{1}^{1} \mathrm{~g}_{2, k}^{m} & \cdots & \mathrm{~g}_{1}^{1} \mathrm{~g}_{n, k}^{m} & \mathrm{~g}_{2}^{1} \mathrm{~g}_{1, k}^{m} & \cdots & \mathrm{~g}_{j}^{1} \mathrm{~g}_{i, k}^{m} & \cdots & \mathrm{~g}_{n}^{1} \mathrm{~g}_{n, k}^{m} \\
\mathrm{~g}_{1}^{2} \mathrm{~g}_{1, k}^{1} & \mathrm{~g}_{1}^{2} \mathrm{~g}_{2, k}^{1} & \cdots & \mathrm{~g}_{1}^{2} \mathrm{~g}_{n, k}^{1} & \mathrm{~g}_{2}^{2} \mathrm{~g}_{1, k}^{1} & \cdots & \mathrm{~g}_{j}^{2} \mathrm{~g}_{i, k}^{1} & \cdots & \mathrm{~g}_{n}^{2} \mathrm{~g}_{n, k}^{1} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{2} \mathrm{~g}_{1, k}^{1} & \mathrm{~g}_{1}^{2} \mathrm{~g}_{2, k}^{1} & \cdots & \mathrm{~g}_{1}^{2} \mathrm{~g}_{n, k}^{1} & \mathrm{~g}_{2}^{2} \mathrm{~g}_{1, k}^{1} & \cdots & \mathrm{~g}_{j}^{2} \mathrm{~g}_{i, k}^{1} & \cdots & \mathrm{~g}_{n}^{2} \mathrm{~g}_{n, k}^{1} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{a} \mathrm{~g}_{1, k}^{b} & \mathrm{~g}_{1}^{a} \mathrm{~g}_{2, k}^{b} & \cdots & \mathrm{~g}_{1}^{a} \mathrm{~g}_{n, k}^{b} & \mathrm{~g}_{2}^{a} \mathrm{~g}_{1, k}^{b} & \cdots & \mathrm{~g}_{j}^{a} \mathrm{~g}_{i, k}^{b} & \cdots & \mathrm{~g}_{n}^{a} \mathrm{~g}_{n, k}^{b} \\
\vdots & \vdots & & \vdots & \vdots & & \vdots & & \vdots \\
\mathrm{~g}_{1}^{m} \mathrm{~g}_{1, k}^{m} & \mathrm{~g}_{1}^{m} \mathrm{~g}_{2, k}^{m} & \cdots & \mathrm{~g}_{1}^{m} \mathrm{~g}_{n, k}^{m} & \mathrm{~g}_{2}^{m} \mathrm{~g}_{1, k}^{m} & \cdots & \mathrm{~g}_{j}^{m} \mathrm{~g}_{i, k}^{m} & \cdots & \mathrm{~g}_{n}^{m} \mathrm{~g}_{n, k}^{m}
\end{array}\right] .
$$

The element in the $b+m(a-1)$ th row and the $i+n(j-1)+n^{2}(k-1)$ th column is given by

$$
\theta_{b+m(a-1), i+n(j-1)+n^{2}(k-1)}^{5}
$$

From the definition of $S^{4}$

$$
\mathrm{S}^{4}=\mathrm{H}(\mathrm{M} \otimes \underset{m \times m}{I}) \mathrm{N}^{*}=\left[\begin{array}{c}
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{1,1}^{b} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{2,1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{1}^{a} \mathrm{~g}_{n, 1}^{b} \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{2}^{a} \mathrm{~g}_{1,1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{2}^{a} \mathrm{~g}_{n, 1}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{j}^{a} \mathrm{~g}_{i, k}^{b} \\
\vdots \\
\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathrm{~g}_{n}^{a} \mathrm{~g}_{n, n}^{b}
\end{array}\right]^{\prime}
$$

where

$$
\mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{4}=\sum_{a=1}^{m} \sum_{b=1}^{m} \mathrm{f}_{a, b} \mathbf{g}_{j}^{a} \mathrm{~g}_{i, k}^{b},
$$

as required.

## Step 5

Finally, I need to show that $\mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{5}=\sum_{a=1}^{m} \mathrm{f}_{a} \mathbf{g}_{i, j, k}^{a}$. From section 3 the elements in K and D are referenced as follows

$$
\begin{gathered}
\mathrm{k}_{a, i+n(j-1)+n^{2}(k-1)}=\mathrm{g}_{i, j, k}^{a}, \\
\mathrm{~d}_{1, a}=\mathrm{f}_{a}
\end{gathered}
$$

From the definition of $S^{5}$

$$
\mathbf{S}^{5}=\mathrm{DK}=\left[\begin{array}{c}
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{1,1,1}^{a} \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{2,1,1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{n, 1,1}^{a} \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{1,2,1}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{n, n, 1}^{a} \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{1,1,2}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{i, j, k}^{a} \\
\vdots \\
\sum_{a=1}^{m} \mathrm{f}_{a} \mathrm{~g}_{n, n, n}^{a}
\end{array}\right]^{\prime}
$$

It follows from the indexation in K and D that

$$
\mathrm{s}_{1, i+n(j-1)+n^{2}(k-1)}^{5}=\sum_{a=1}^{m} \mathrm{f}_{a} \boldsymbol{g}_{i, j, k}^{a},
$$

which is required for the proof.

## Appendix D. Example models

## Appendix D.1. An RBC model with external habit formation

This section presents the equations for the simple RBC model with external habit formation in Section 7. The variable and parameter descriptions are given in tables D. 5 and D. 6 respectively.

$$
\begin{gather*}
\left(c_{t}-\chi c_{t-1}\right)^{-\gamma}-\mathrm{E}_{t}\left\{\beta\left(1+\alpha a_{t+1} k_{t}^{\alpha-1}-\delta\right)\left(c_{t+1}-\chi c_{t}\right)^{-\sigma}\right\}=0,  \tag{D.1}\\
k_{t}+c_{t}-a_{t} k_{t-1}^{\alpha}-(1-\delta) k_{t-1}=0,  \tag{D.2}\\
a_{t}-a_{t-1}^{\rho} a_{s s}^{1-\rho} \exp \left(\varepsilon_{t}\right)=0 . \tag{D.3}
\end{gather*}
$$

Table D.5: Variables

| Symbol | Description |
| :---: | :--- |
| $c_{t}$ | Consumption |
| $k_{t}$ | Capital |
| $a_{t}$ | Technology |
| $\varepsilon_{t}$ | Technology shock |

Table D.6: Parameters

| Symbol | Description |
| :---: | :--- |
| $\gamma$ | Intertemporal elasticity of substitution |
| $\chi$ | Habit persistence parameter |
| $\beta$ | Discount factor |
| $\alpha$ | Capital's share of income |
| $\delta$ | Depreciation rate |
| $\rho$ | Persistence parameter on technology |

## Appendix D.2. New Keynesian DSGE

This is the second model used in Section 7. It is a simple New Keynesian DSGE model alá Galí (2009) with external habit formation, Rotemberg price adjustment costs, price indexation and persistence in the Taylor rule. Variable and parameter descriptions are given in tables D. 7 and D. 8 respectively. The equations of the model are given by

$$
\begin{gather*}
(\theta-1) Y_{t}-\lambda \theta \phi\left(\frac{1}{A_{t}^{c}}\right)\left(C_{t}-\chi C_{t-1}\right)^{\sigma}\left(\frac{Y_{t}}{A_{t}}\right)^{\phi(\nu+1)}+\psi \pi_{t} Y_{t}\left(\pi_{t}-\left(\xi \pi_{t-1}+(1-\xi) \bar{\pi}\right) \mu_{t}\right) \\
-\beta \mathrm{E}_{t}\left\{\begin{array}{c}
\left(\frac{C_{t+1}-\chi C_{t}}{C_{t}-\chi C_{t-1}}\right)^{-\sigma}\left(\frac{A_{t}^{c}}{A^{c}}\right)^{\rho_{c}-1} \exp \left(\varepsilon_{t+1}^{c}\right) \times \cdots \\
\cdots \times \psi \pi_{t+1} Y_{t+1}\left(\pi_{t+1}-\left(\xi \pi_{t}+(1-\xi) \bar{\pi}\right) \mu_{t}^{\rho_{\mu}} \bar{\mu}^{1-\rho_{\mu}} \exp \left(\varepsilon_{t+1}^{\mu}\right)\right)
\end{array}\right\}=0,  \tag{D.4}\\
Y_{t}-C_{t}-\psi Y_{t}\left(\pi_{t}-\left(\xi \pi_{t-1}+(1-\xi) \pi_{t-1}\right) \mu_{t}\right)^{2}=0  \tag{D.5}\\
\beta \mathrm{E}_{t}\left\{\left(\frac{C_{t+1}-\chi C_{t}}{C_{t}-\chi C_{t-1}}\right)^{-\sigma}\left(\frac{1}{\pi_{t+1}}\right)\left(\frac{A_{t}^{c}}{\bar{A}^{c}}\right)^{\rho_{c}-1} \exp \left(\varepsilon_{t+1}^{c}\right)\right\}-\frac{1}{R_{t}}=0  \tag{D.6}\\
R_{t}-R_{t-1}^{\rho_{r}}\left(\bar{R}\left(\frac{Y_{t}}{\bar{Y}}\right)^{\kappa_{y}}\left(\frac{\pi_{t}}{\bar{\pi}}\right)^{\kappa_{\pi}}\right)^{1-\rho_{r}} \exp \left(\varepsilon_{t}^{r}\right)=0  \tag{D.7}\\
A_{t}-A_{t-1}^{\rho_{a}} \bar{A}^{1-\rho_{a}} \exp \left(\varepsilon_{t}^{a}\right)=0 \tag{D.8}
\end{gather*}
$$

$$
\begin{gather*}
A_{t}^{c}-\left(A_{t-1}^{c}\right)^{\rho_{c}}\left(\bar{A}^{c}\right)^{1-\rho_{c}} \exp \left(\varepsilon_{t}^{c}\right)=0  \tag{D.9}\\
\mu_{t}-\mu_{t-1}^{\rho_{\mu}} \bar{\mu}^{1-\rho_{\mu}} \exp \left(\varepsilon_{t}^{\mu}\right)=0 \tag{D.10}
\end{gather*}
$$

Table D.7: Variables

| Symbol | Description |
| :---: | :--- |
| $Y_{t}$ | Output |
| $C_{t}$ | Consumption |
| $\pi_{t}$ | Inflation |
| $R_{t}$ | Interest Rate |
| $A_{t}$ | Technology |
| $A_{t}^{c}$ | Consumption Shock Process |
| $\mu_{t}$ | Indexation Shock Process |
| $\varepsilon_{t}^{a}$ | Technology Shock |
| $\varepsilon_{t}^{c}$ | Consumption Preference Shock |
| $\varepsilon_{t}^{\mu}$ | Indexation Shock |

## Table D.8: Parameters

| Symbol | Description |
| :---: | :--- |
| $\theta$ | Elasticity of substitution between differentiated inputs |
| $\lambda$ | Weight on disutility of labour |
| $\phi$ | Labour's share of income |
| $\chi$ | Habit parameter |
| $\sigma$ | Inverse of the intertemporal EOS |
| $\nu$ | Frisch elasticity of labour supply |
| $\psi$ | Weight on price adjustment costs |
| $\xi$ | Degree of price indexation |
| $\kappa_{y}$ | Weight on output in the Taylor rule |
| $\kappa_{\pi}$ | Weight on inflation in the Taylor rule |
| $\rho_{r}$ | Persistence in Taylor rule |
| $\rho_{a}$ | Persistence term on Technology |
| $\rho_{c}$ | Persistence term on Consumption shock |
| $\rho_{\mu}$ | Persistence term on Indexation shock |

## Appendix D.3. Small Open Economy Model

The third model used in Section 7 is a small open economy model similar to Gali \& Monacelli (2008). Firms in both countries are subject to a Calvo pricing friction, those that
are unable to update prices optimally update prices according to an indexation rule. Households in both countries are subject to external habit formation and there is a persistence term in the interest rate rule. The variable descriptions for the home and foreign countries are presented in tables D. 13 and D. 14 respectively. The parameter definitions are presented in tables D. 15 and D. 16 .

$$
\begin{align*}
& \exp \left(\varepsilon_{t}^{c}\right)\left(C_{t}-\chi C_{t-1}\right)^{\sigma}-\exp \left(\varepsilon_{t}^{c *}\right) \vartheta\left(Y_{t}^{*}-\chi^{*} Y_{t-1}^{*}\right)^{\sigma^{*}} S_{t} \tilde{P}_{H, t}=0,  \tag{D.11}\\
& Y_{t}-(1-\mu)\left(\tilde{P}_{H, t}\right)^{-\nu} C_{t}-\mu^{*} S_{t}^{\nu} Y_{t}^{*}=0,  \tag{D.12}\\
& K_{1, t}-\exp \left(-\varepsilon_{t}^{c}\right)\left(\frac{1}{\tilde{P}_{H, t}}\right) \lambda\left(C_{t}-\chi C_{t-1}\right)^{\sigma}\left(\frac{Y_{t}}{A_{t}}\right)^{\frac{\eta+1}{1-\alpha}} \Delta_{t}^{\eta}- \\
& \mathrm{E}_{t}\left\{\theta\left(\pi_{H, t}^{\rho_{\pi}} \bar{\pi}_{H}^{1-\rho_{\pi}}\right)^{\frac{-\epsilon_{t}}{1-\alpha}} \pi_{H, t+1}^{\frac{\epsilon_{t}+1-\alpha}{1-\alpha}} K_{1, t+1} \exp \left(-\varepsilon_{t}^{c}\right) \beta\left(\frac{C_{t}-\chi C_{t-1}}{C_{t+1}-\chi C_{t}}\right)^{\sigma}\left(\frac{1}{\pi_{t+1}}\right)\right\}=0,  \tag{D.13}\\
& K_{2, t}-Y_{t}- \\
& \mathrm{E}_{t}\left\{\theta\left(\bar{\pi}_{H}^{1-\rho_{\pi}} \pi_{H, t}^{\rho_{\pi}}\right)^{1-\epsilon_{t}} \pi_{H, t+1}^{\epsilon_{t}} K_{2, t+1} \exp \left(-\varepsilon_{t}^{c}\right) \beta\left(\frac{C_{t}-\chi C_{t-1}}{C_{t+1}-\chi C_{t}}\right)^{\sigma}\left(\frac{1}{\pi_{t+1}}\right)\right\}=0,  \tag{D.14}\\
& \tilde{P}_{H, t}-\left[(1-\mu)+\mu S_{t}^{1-\nu}\right]^{\frac{-1}{1-\nu}}=0,  \tag{D.15}\\
& \pi_{H, t}-\bar{\pi}_{H}^{1-\rho_{\pi}} \pi_{H, t-1}^{\rho_{\pi}}\left[\frac{\theta}{1-(1-\theta)\left(\frac{\epsilon_{t}}{(1-\alpha)\left(\epsilon_{t}-1\right)}\right)\left(\frac{K_{1, t}}{K_{2, t}}\right)^{\frac{\left(1-\epsilon_{t}\right)(1-\alpha)}{1-\alpha+\epsilon_{t} \alpha}}}\right]^{\frac{1}{1-\epsilon_{t}}}=0,  \tag{D.16}\\
& \Delta_{t}-(1-\theta)\left[\frac{1-\theta\left(\frac{\bar{\pi}_{H}^{1-\rho_{\pi}} \pi_{H, t-1}^{\rho_{\pi}}}{\pi_{H, t}}\right)^{1-\epsilon_{t}}}{1-\theta}\right]^{\frac{-\epsilon_{t}}{\left(1-\epsilon_{t}\right)(1-\alpha)}}-\theta \pi_{H, t}^{\frac{\epsilon_{t}}{1-\alpha}}\left(\bar{\pi}_{H}^{1-\rho_{\pi}} \pi_{H, t-1}^{\rho_{\pi}}\right)^{\frac{-\epsilon_{t}}{1-\alpha}} \Delta_{t}=0,  \tag{D.17}\\
& R_{t}-\mathrm{E}_{t}\left\{R_{t}^{*}\left(\frac{S_{t+1}}{S_{t}}\right)\left(\frac{\pi_{H, t+1}}{\pi_{t+1}^{*}}\right)\right\}=0,  \tag{D.18}\\
& R_{t}-\left(\left(\frac{\bar{\pi}}{\beta}\right)\left(\frac{Y_{t}}{\bar{Y}}\right)^{\kappa_{y}}\left(\frac{\pi_{t}}{\bar{\pi}}\right)^{\kappa_{\pi}}\right)^{1-\rho_{r}} R_{t-1}^{\rho_{r}} \exp \left(\varepsilon_{t}^{r}\right)=0,  \tag{D.19}\\
& \frac{\pi_{H, t}}{\pi_{t}}-\frac{\tilde{P}_{H, t}}{\tilde{P}_{H, t-1}}=0,  \tag{D.20}\\
& \beta \mathrm{E}_{t}\left\{\exp \left(-\varepsilon_{t}^{c *}\right)\left(\frac{R_{t}^{*}}{\Pi_{t+1}^{*}}\right)\left(\frac{Y_{t+1}^{*}-\chi^{*} Y_{t}^{*}}{Y_{t}^{*}-\chi^{*} Y_{t-1}^{*}}\right)^{-\sigma^{*}}\right\}-1=0, \tag{D.21}
\end{align*}
$$

$$
\begin{align*}
& K_{1, t}^{*}-\exp \left(-\varepsilon_{t}^{c *}\right) \lambda^{*}\left(Y_{t}^{*}-\chi^{*} Y_{t-1}^{*}\right)^{\sigma^{*}}\left(\frac{Y_{t}^{*}}{A_{t}^{*}}\right)^{\frac{\eta^{*}+1}{1-\alpha^{*}}}\left(\Delta_{t}^{*}\right)^{\eta^{*}}- \\
& \mathrm{E}_{t}\left\{\theta^{*}\left(\left(\pi_{t}^{*}\right)^{\rho_{\pi}^{*}}\left(\left(^{*}\right)^{1-\rho_{\pi}^{*}}\right)^{\frac{\epsilon_{t}^{*}}{1-\alpha^{*}}}\left(\pi_{t+1}^{*}\right)^{\frac{\epsilon_{t}^{*}+1-\alpha^{*}}{1-\alpha^{*}}} K_{1, t+1}^{*} \exp \left(-\varepsilon_{t}^{c *}\right) \beta\left(\frac{C_{t}^{*}-\chi^{*} C_{t-1}^{*}}{C_{t+1}^{*}-\chi^{*} C_{t}^{*}}\right)^{\sigma^{*}}\left(\frac{1}{\pi_{t+1}^{*}}\right)\right\}=0,\right.  \tag{D.22}\\
& K_{2, t}^{*}-Y_{t}^{*}-\mathrm{E}_{t}\left\{\theta^{*}\left(\left(\bar{\pi}^{*}\right)^{1-\rho_{\pi}^{*}}\left(\pi_{t}^{*}\right)^{\rho_{\pi}^{*}}\right)^{1-\epsilon_{t}^{*}}\left(\pi_{t+1}^{*}\right)^{\epsilon_{t}^{*}} K_{2, t+1}^{*} \exp \left(-\varepsilon_{t}^{c *}\right) \beta\left(\frac{C_{t}^{*}-\chi^{*} C_{t-1}^{*}}{C_{t+1}^{*}-\chi^{*} C_{t}^{*}}\right)^{\sigma^{*}}\left(\frac{1}{\pi_{t+1}^{*}}\right)\right\}=0, \\
& \pi_{t}^{*}-\left(\bar{\pi}^{*}\right)^{1-\rho_{\pi}^{*}}\left(\pi_{t-1}^{*}\right)^{\rho_{\pi}^{*}}\left[\frac{\theta^{*}}{1-\left(1-\theta^{*}\right)\left(\frac{\epsilon_{t}^{*}}{\left(1-\alpha^{*}\right)\left(\epsilon_{t}^{*}-1\right)}\right)\left(\frac{K_{1, t}^{*}}{K_{2, t}^{*}}\right)^{\frac{\left(1-\epsilon_{t}^{*}\right)\left(1-\alpha^{*}\right)}{1-\alpha^{*}+\epsilon_{t}^{*} \alpha^{*}}}}\right]^{\frac{1}{1-\epsilon_{t}^{*}}}=0,  \tag{D.23}\\
& \Delta_{t}^{*}-\left(1-\theta^{*}\right)\left[\frac{1-\theta^{*}\left(\frac{\left(\bar{\pi}^{*}\right)^{1-\rho_{\pi}\left(\pi_{t-1}^{*}\right)^{\rho} \pi}}{\pi_{t}^{*}}\right)^{1-\epsilon_{t}^{*}}}{1-\theta^{*}}\right]^{\frac{-\epsilon_{t}^{*}}{\left(1-\epsilon_{t}^{*}\right)\left(1-\alpha^{*}\right)}}-\theta^{*}\left(\pi_{t}^{*}\right)^{\frac{\epsilon_{t}^{*}}{1-\alpha^{*}}}\left(\left(\bar{\pi}^{*}\right)^{1-\rho_{\pi}^{*}}\left(\pi_{t-1}^{*} \rho^{\rho_{\pi}^{*}}\right)^{\frac{-\epsilon_{t}^{*}}{1-\alpha^{*}}} \Delta_{t}^{*}=0,\right. \\
& R_{t}^{*}-\left(\left(\frac{\bar{\pi}^{*}}{\beta}\right)\left(\frac{Y_{t}^{*}}{\bar{Y}^{*}}\right)^{\kappa_{y}^{*}}\left(\frac{\pi_{t}^{*}}{\bar{\pi}^{*}}\right)^{\kappa_{\pi}^{*}}\right)^{1-\rho_{r}^{*}}\left(R_{t-1}^{*}\right)^{\rho_{r}^{*}} \exp \left(\varepsilon_{t}^{r *}\right)=0,  \tag{D.25}\\
& A_{t}-A_{t-1}^{\rho} \bar{A}^{1-\rho} \exp \left(\varepsilon_{t}^{a}\right)=0,  \tag{D.27}\\
& A_{t}^{*}-\left(A^{*}\right)_{t-1}^{\rho^{*}}\left(\bar{A}^{*}\right)^{1-\rho^{*}} \exp \left(\varepsilon_{t}^{a *}\right)=0,  \tag{D.28}\\
& \epsilon_{t}-\epsilon_{t-1}^{\rho_{\epsilon}} \bar{\epsilon}^{1-\rho_{\epsilon}} \exp \left(\varepsilon_{t}^{\epsilon}\right)=0,  \tag{D.29}\\
& \epsilon_{t}^{*}-\left(\epsilon_{t-1}^{*}\right)^{\rho_{\epsilon}^{*}}\left(\bar{\epsilon}^{*}\right)^{1-\rho_{\epsilon}^{*}} \exp \left(\varepsilon_{t}^{\epsilon *}\right)=0 . \tag{D.30}
\end{align*}
$$

Table D.9: Domestic Variables

| Symbol | Description |
| :---: | :--- |
| $Y_{t}$ | Output |
| $C_{t}$ | Consumption |
| $\pi_{t}$ | Inflation |
| $\pi_{H, t}$ | Tradable inflation |
| $\tilde{P}_{H, t}$ | Relative price of domestically produced goods |
| $S_{t}$ | Terms of trade |
| $R_{t}$ | Interest rate |
| $K_{1, t}$ | Discounted sum of marginal cost |
| $K_{2, t}$ | Discounted sum of demand |
| $A_{t}$ | Technology |
| $\epsilon_{t}$ | Elasticity of substitution between domestically |
|  | produced tradable goods |
| $\varepsilon_{t}^{a}$ | Technology shock |
| $\varepsilon_{t}^{c}$ | Consumption preference shock |
| $\varepsilon_{t}^{\epsilon}$ | Markup shock |

Table D.10: Foreign Variables

| Symbol | Description |
| :---: | :--- |
| $Y_{t}^{*}$ | Output |
| $\pi_{t}^{*}$ | Inflation |
| $R_{t}^{*}$ | Interest rate |
| $K_{1, t}^{*}$ | Discounted sum of marginal cost |
| $K_{2, t}^{*}$ | Discounted sum of demand |
| $A_{t}^{*}$ | Technology |
| $\epsilon_{t}^{*}$ | Elasticity of substitution between foreign |
| $\varepsilon_{t}^{a *}$ | produced goods |
| $\varepsilon_{t}^{c *}$ | Technology shock |
| $\varepsilon_{t}^{\epsilon *}$ | Consumption preference shock |

Table D.11: Domestic Parameters

| Symbol | Description |
| :---: | :--- |
| $\lambda$ | Weight on disutility of labour |
| $1-\alpha$ | Labour's share of income |
| $\chi$ | Domestic habit parameter |
| $\sigma$ | Domestic inverse of the intertemporal EOS |
| $\eta$ | Frisch elasticity of labour supply |
| $\nu$ | Elasticity of substitution between domestic and foreign goods |
| $1-\mu$ | Home bias |
| $\theta$ | Probability of adjusting prices optimally |
| $\vartheta$ | Scale parameter |
| $\rho_{\pi}$ | Degree of price indexation |
| $\kappa_{y}$ | Weight on output in the Taylor rule |
| $\kappa_{\pi}$ | Weight on inflation in the Taylor rule |
| $\rho_{a}$ | Persistence term on Technology |
| $\rho_{c}$ | Persistence term on Consumption shock |
| $\rho_{r}$ | Persistence in Taylor rule |

Table D.12: Domestic Parameters

| Symbol | Description |
| :---: | :--- |
| $\lambda^{*}$ | Weight on disutility of labour |
| $1-\alpha^{*}$ | Labour's share of income |
| $\chi^{*}$ | Domestic habit parameter |
| $\sigma^{*}$ | Domestic inverse of the intertemporal EOS |
| $\theta$ | Probability of adjusting prices optimally |
| $\rho_{\pi}^{*}$ | Degree of price indexation |
| $\kappa_{y}^{*}$ | Weight on output in the Taylor rule |
| $\kappa_{\pi}^{*}$ | Weight on inflation in the Taylor rule |
| $\rho_{a}^{*}$ | Persistence term on Technology |
| $\rho_{c}^{*}$ | Persistence term on Consumption shock |
| $\rho_{r}^{*}$ | Persistence in Taylor rule |

## Appendix D.4. Small Open Economy Model: Epstein Zin Preferences

The final model is a small open economy model with Epstein Zin preferences, Rotemberg price adjustment costs, habit formation, price indexation and persistence in the interest rule. There are also some additional equations included to measure the term premia in both the
home and the foreign country.

$$
\begin{align*}
& V_{t}^{*}-\left[\exp \left(\varepsilon_{t}^{c *}\right)\left(\left(C_{t}^{*}-\chi^{*} C_{t-1}^{*}\right)^{\nu^{*}}\left(1-N_{t}^{*}\right)^{1-\nu^{*}}\right)^{1-\rho^{*}}+\beta\left(\mathrm{E}_{t}\left\{\left(V_{t+1}^{*}\right)^{1-\gamma^{*}}\right\}\right)^{\frac{1-\rho^{*}}{1-\gamma^{*}}}\right]^{\frac{1}{1-\rho^{*}}}=0, \\
& \exp \left(-\varepsilon_{t}^{c *}\right) \beta\left(\frac{\left(V_{t+1}^{*}\right)^{1-\gamma^{*}}}{\mathrm{E}_{t} V_{t+1}^{*}}\right)^{\frac{\rho^{*}-\gamma^{*}}{1-\gamma^{*}}}\left(\frac{\left(C_{t+1}^{*}-\chi^{*} C_{t}^{*} \nu^{*}\left(1-N_{t+1}^{*}\right)^{1-\nu^{*}}\right.}{\left(C_{t}^{*}-\chi^{*} C_{t-1}^{*}\right)^{\nu^{*}}\left(1-N_{t}^{*}\right)^{1-\nu^{*}}}\right)^{1-\gamma^{*}}\left(\frac{C_{t}^{*}-\chi^{*} C_{t-1}^{*}}{C_{t+1}^{*}-\chi C_{t}^{*}}\right)\left(\frac{1}{\pi_{t+1}^{*}}\right)-\frac{1}{R_{t}^{*}}=0,  \tag{D.32}\\
& -\Omega_{t}^{*}+\left(\frac{1-\nu^{*}}{\nu^{*}}\right)\left(\frac{C_{t}^{*}-\chi C_{t-1}^{*}}{1-N_{t}^{*}}\right)\left(\frac{1}{A_{t}^{*}}\right)^{\frac{1}{1-\alpha^{*}}}\left(C_{t}^{*}\right)^{\frac{\alpha^{*}}{1-\alpha^{*}}}\left(\frac{\theta^{*}}{\theta^{*}-1}\right)\left(\frac{1}{1-\alpha^{*}}\right)- \\
& -\left(\frac{\phi^{*}}{\theta^{*}-1}\right) \pi_{t}^{*} C_{t}^{*}\left(\pi_{t}^{*}-\tilde{\pi}_{t}^{*}\right)+\exp \left(-\varepsilon_{t}^{c *}\right)\left(\frac{\phi^{*}}{\theta^{*}-1}\right) \beta\left(\frac{\left(V_{t+1}^{*}\right)^{1-\gamma^{*}}}{E_{t} V_{t+1}^{*}}\right)^{\frac{\rho^{*}-\gamma^{*}}{1-\gamma^{*}}} \times \cdots \\
& \cdots \times\left(\frac{\left(C_{t+1}^{*}-\chi^{*} C_{t}^{*}\right)^{\nu^{*}}\left(1-N_{t+1}^{*}\right)^{1-\nu^{*}}}{\left(C_{t}^{*}-\chi^{*} C_{t-1}^{*}\right)^{\nu^{*}}\left(1-N_{t}^{*}\right)^{1-\nu^{*}}}\right)^{1-\gamma^{*}}\left(\frac{C_{t}^{*}-\chi^{*} C_{t-1}^{*}}{C_{t+1}^{*}-\chi C_{t}^{*}}\right) \pi_{t+1}^{*} C_{t+1}^{*}\left(\pi_{t+1}^{*}-\tilde{\pi}_{t}^{*}\right)=0,  \tag{D.33}\\
& C_{t}^{*}-A_{t}^{*}\left(N_{t}^{*}\right)^{1-\alpha^{*}}=0,  \tag{D.34}\\
& R_{t}^{*}-\exp \left(\varepsilon_{t}^{r *}\right)\left(\left(\frac{\tilde{\pi}^{*}}{\beta}\right)\left(\frac{C_{t}^{*}}{C^{*}}\right)^{\kappa_{y}^{*}}\left(\frac{\pi_{t}^{*}}{\pi^{*}}\right)^{\kappa_{\pi}^{*}}\right)^{1-\rho_{r}^{*}}\left(R_{t-1}^{*}\right)^{\rho_{r}^{*}}=0,  \tag{D.35}\\
& \tilde{\pi}_{t}^{*}-\left(\pi_{t-1}^{*}\right)^{\xi^{*}}\left(\bar{\pi}^{*}\right)^{1-\xi^{*}}=0,  \tag{D.36}\\
& P_{t}^{N B *}-1-\frac{\delta^{c *} P_{t+1}^{N B}}{R_{t}}=0,  \tag{D.37}\\
& P_{t}^{B *}-1-\exp \left(-\varepsilon_{t}^{c *}\right) \delta^{c *} P_{t+1}^{B *} \beta\left(\frac{\left(V_{t+1}^{*}\right)^{1-\gamma^{*}}}{\mathrm{E}_{t} V_{t+1}}\right)^{\frac{\rho^{*}-\gamma^{*}}{1-\gamma^{*}}}\left(\frac{\left(C_{t+1}^{*}-\chi^{*} C_{*}^{*}\right)^{*}\left(1-N_{t+1}^{*}\right)^{1-\nu^{*}}}{\left(C_{t}^{*}-\chi^{*} C_{t-1}\right)^{\nu^{*}}\left(1-N_{t}^{*}\right)^{1-\nu^{*}}}\right)^{1-\gamma^{*}} \times \cdots \\
& \cdots \times\left(\frac{C_{t}^{*}-\chi^{*} C_{t-1}^{*}}{C_{t+1}^{*}-\chi C_{t}^{*}}\right)\left(\frac{1}{\pi_{t+1}^{*}}\right)=0,  \tag{D.38}\\
& Y_{t}^{T *}-\frac{\delta^{c *} P_{t}^{B *}}{P^{B *}-1}=0,  \tag{D.39}\\
& Y_{t}^{T N *}-\frac{\delta^{c *} P_{t}^{B N *}}{P^{B N *}-1}=0,  \tag{D.40}\\
& T_{t}^{*}-\frac{Y_{t}^{T *}}{Y_{t}^{T N *}}=0,  \tag{D.41}\\
& V_{t}-\left[\exp \left(\varepsilon_{t}^{c}\right)\left(\left(C_{t}-\chi C_{t-1}\right)^{\nu}\left(1-N_{t}\right)^{1-\nu}\right)^{1-\rho}+\beta\left(\mathrm{E}_{t}\left\{\left(V_{t+1}\right)^{1-\gamma}\right\}\right)^{\frac{1-\rho}{1-\gamma}}\right]^{\frac{1}{1-\rho}}=0,  \tag{D.42}\\
& R_{t}-\mathrm{E}_{t}\left\{R_{t}^{*}\left(\frac{S_{t+1}}{S_{t}}\right)\left(\frac{\pi_{H, t+1}}{\pi_{t+1}^{*}}\right)\right\}=0,  \tag{D.43}\\
& \frac{\pi_{H, t}}{\pi_{t}}-\frac{\tilde{P}_{H, t}}{\tilde{P}_{H, t-1}}=0, \tag{D.44}
\end{align*}
$$

$$
\begin{align*}
& \tilde{P}_{H, t}-\left[(1-\mu)+\mu S_{t}^{1-\nu}\right]^{\frac{-1}{1-\nu}}=0, \\
& Y_{t}-(1-\mu)\left(\tilde{P}_{H, t}\right)^{-\nu} C_{t}-\mu^{*} S_{t}^{\nu} C_{t}^{*}=0, \\
& \left(C_{t}-\chi C_{t-1}\right)-\exp \left(\varepsilon_{t}^{c *}-\varepsilon_{t}^{c}\right)\left(\frac{\left(C_{t}-\chi C_{t-1}\right)^{\nu}\left(1-N_{t}\right)^{1-\nu}}{\left(C_{t}^{*}-\chi^{*} C_{t-1}^{*}\right)^{\nu *}\left(1-N_{t}^{*}\right)^{1-\nu^{*}}}\right)^{1-\gamma}\left(\frac{C^{*}-\chi^{*} C_{t-1}^{*}}{G}\right) \tilde{P}_{H, t} S_{t}=0, \\
& Y_{t}-A_{t} N_{t}^{1-\alpha}=0, \\
& -\Omega_{t}+\left(\frac{1-\nu}{\nu}\right)\left(\frac{C_{t}-\chi C_{t-1}}{1-N_{t}}\right)\left(\frac{1}{A_{t}}\right)^{\frac{1}{1-\alpha}}\left(\frac{\theta}{\theta-1}\right)\left(\frac{1}{1-\alpha}\right)-\left(\frac{\phi}{\theta-1}\right) \pi_{H, t} Y_{t}\left(\pi_{H, t}-\tilde{\pi}_{t}\right)+ \\
& \exp \left(-\varepsilon_{t}^{c}\right)\left(\frac{\phi}{\theta-1}\right) \beta\left(\frac{V_{t+1}^{1-\gamma}}{E_{t} V_{t+1}}\right)^{\frac{\rho-\gamma}{1-\gamma}}\left(\frac{\left(C_{t+1}-\chi C_{t}\right)^{\nu}\left(1-N_{t+1}\right)^{1-\nu}}{\left(C_{t}-\chi C_{t-1}\right)^{\nu}\left(1-N_{t}\right)^{1-\nu}}\right)^{1-\gamma}\left(\frac{C_{t}-\chi C_{t-1}}{C_{t+1}-\chi C_{t}}\right) \pi_{t+1} C_{t+1}\left(\pi_{t+1}-\tilde{\pi}_{t}\right)=0,  \tag{D.49}\\
& \tilde{\pi}_{t}-\left(\pi_{t-1}\right)^{\xi}(\bar{\pi})^{1-\xi}=0,  \tag{D.50}\\
& R_{t}-\exp \left(\varepsilon_{t}^{r}\right)\left(\left(\frac{\bar{\pi}}{\beta}\right)\left(\frac{Y_{t}}{Y}\right)^{\kappa_{y}}\left(\frac{\pi_{t}}{\bar{\pi}}\right)^{\kappa_{\pi}}\right)^{1-\rho_{r}} R_{t-1}^{\rho_{r}}=0,  \tag{D.51}\\
& P_{t}^{N B}-1-\frac{\delta^{c} P_{t+1}^{N B}}{R_{t}}=0,  \tag{D.52}\\
& P_{t}^{B}-1-\exp \left(-\varepsilon_{t}^{c}\right) \delta^{c} P_{t+1}^{B} \beta\left(\frac{V_{t+1}^{1-\gamma}}{E_{t} V_{t+1}}\right)^{\frac{\rho-\gamma}{1-\gamma}}\left(\frac{\left(C_{t+1}-\chi^{*} C_{t}\right)^{\nu}\left(1-N_{t+1}\right)^{1-\nu}}{\left(C_{t}-\chi C_{t-1}\right)^{\nu}\left(1-N_{t}\right)^{1-\nu}}\right)^{1-\gamma} \times \cdots \\
& \cdots \times\left(\frac{C_{t}-\chi C_{t-1}}{C_{t+1}-\chi C_{t}}\right)\left(\frac{1}{\pi_{t+1}}\right)=0,  \tag{D.53}\\
& Y_{t}^{T}-\frac{\delta^{c} P_{t}^{B}}{P^{B}-1}=0,  \tag{D.54}\\
& Y_{t}^{T N}-\frac{\delta^{C} P_{t}^{B N}}{P^{B N}-1}=0,  \tag{D.55}\\
& T_{t}-\frac{Y_{t}^{T}}{Y_{t}^{T N}}=0,  \tag{D.56}\\
& A_{t}-A_{t-1}^{\rho} \bar{A}^{1-\rho} \exp \left(\varepsilon_{t}^{a}\right)=0,  \tag{D.57}\\
& A_{t}^{*}-\left(A^{*}\right)_{t-1}^{\rho^{*}}\left(\bar{A}^{*}\right)^{1-\rho^{*}} \exp \left(\varepsilon_{t}^{a *}\right)=0,  \tag{D.58}\\
& \Omega_{t}-\Omega_{t-1}^{\rho_{\omega}} \bar{\Omega}^{1-\rho_{\omega}} \exp \left(\varepsilon_{t}^{\omega}\right)=0,  \tag{D.59}\\
& \Omega_{t}^{*}-\left(\Omega_{t-1}^{*}\right)^{\rho_{\omega}^{*}}\left(\bar{\Omega}^{*}\right)^{1-\rho_{\omega}^{*}} \exp \left(\varepsilon_{t}^{\omega *}\right)=0 . \tag{D.60}
\end{align*}
$$

Table D.13: Domestic Variables

| Symbol | Description |
| :---: | :--- |
| $V_{t}$ | Welfare |
| $Y_{t}$ | Output |
| $C_{t}$ | Consumption |
| $N_{t}$ | Hours worked |
| $\pi_{t}$ | Inflation |
| $\pi_{H, t}$ | Tradable inflation |
| $\tilde{\pi}_{H, t}$ | Tradable inflation index |
| $\tilde{P}_{H, t}$ | Relative price of domestically produced goods |
| $S_{t}$ | Terms of trade |
| $R_{t}$ | Interest rate |
| $P_{t}^{N B}$ | Price of a safe bond |
| $P_{t}^{B}$ | Price of a risky bond |
| $Y_{t}^{T N}$ | Yield on a safe bond |
| $Y_{t}^{T}$ | Yield on a risky bond |
| $T_{t}$ | Risk premia |
| $A_{t}$ | Technology |
| $\Omega_{t}$ | Cost push shock process |
| $\varepsilon_{t}^{a}$ | Technology shock |
| $\varepsilon_{t}^{c}$ | Consumption preference shock |
| $\varepsilon_{t}^{\omega}$ | Cost-push shock |

Table D.14: Foreign Variables

| Symbol | Description |
| :---: | :--- |
| $V_{t}^{*}$ | Welfare |
| $Y_{t}^{*}$ | Output |
| $C_{t}$ | Consumption |
| $N^{*}$ | Hours worked |
| $\pi_{t}^{*}$ | Inflation |
| $\tilde{\pi}_{t}$ | Inflation index |
| $R_{t}^{*}$ | Interest rate |
| $P_{t}^{N B *}$ | Price of a safe bond |
| $P_{t}^{B *}$ | Price of a risky bond |
| $Y_{t}^{T N *}$ | Yield on a safe bond |
| $Y_{t}^{T *}$ | Yield on a risky bond |
| $T_{t}^{*}$ | Risk premia |
| $A_{t}^{*}$ | Technology |
| $\Omega_{t}^{*}$ | Cost push shock process |
| $\varepsilon_{t}^{a *}$ | Technology shock |
| $\varepsilon_{t}^{c *}$ | Consumption preference shock |
| $\varepsilon_{t}^{\omega *}$ | Cost pus↔6shock |

Table D.15: Domestic Parameters

| Symbol | Description |
| :---: | :--- |
| $\lambda$ | Weight on disutility of labour |
| $1-\alpha$ | Labour's share of income |
| $\chi$ | Domestic habit parameter |
| $\sigma$ | Domestic inverse of the intertemporal EOS |
| $\eta$ | Frisch elasticity of labour supply |
| $\nu$ | Elasticity of substitution between domestic and foreign goods |
| $1-\mu$ | Home bias |
| $\theta$ | Probability of adjusting prices optimally |
| $\vartheta$ | Scale parameter |
| $\rho_{\pi}$ | Degree of price indexation |
| $\kappa_{y}$ | Weight on output in the Taylor rule |
| $\kappa_{\pi}$ | Weight on inflation in the Taylor rule |
| $\rho_{a}$ | Persistence term on Technology |
| $\rho_{c}$ | Persistence term on Consumption shock |
| $\rho_{r}$ | Persistence in Taylor rule |

Table D.16: Domestic Parameters

| Symbol | Description |
| :---: | :--- |
| $\lambda^{*}$ | Weight on disutility of labour |
| $1-\alpha^{*}$ | Labour's share of income |
| $\chi^{*}$ | Domestic habit parameter |
| $\sigma^{*}$ | Domestic inverse of the intertemporal EOS |
| $\theta$ | Probability of adjusting prices optimally |
| $\rho_{\pi}^{*}$ | Degree of price indexation |
| $\kappa_{y}^{*}$ | Weight on output in the Taylor rule |
| $\kappa_{\pi}^{*}$ | Weight on inflation in the Taylor rule |
| $\rho_{a}^{*}$ | Persistence term on Technology |
| $\rho_{c}^{*}$ | Persistence term on Consumption shock |
| $\rho_{r}^{*}$ | Persistence in Taylor rule |
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[^1]:    ${ }^{3}$ The equivalent Matlab code using tensor notation would be significantly slower due to the speed with which Matlab implements For loops. Dynare++ uses the Kamenik algorithm and tensor notation to solve $n$th order approximations but is coded in C++ due to Matlab's limitations.

[^2]:    ${ }^{4}$ Dynare/Dynare++ is the main alternative for solving third-order approximations of medium sized DSGE models. However Dynare/Dynare++ package the routines in such a way that it makes it difficult to combine them with other Matlab code. For example it would require some knowledge to integrate the Dynare/Dynare++ solution routines into an external estimation procedure in an efficient way. The routines I present in this paper are standalone, meaning they do not rely on other toolboxes to run and are therefore easy to combine with existing Matlab code and/or programs, they have similar performance to Dynare/Dynare++, and are therefore a natural choice for practitioners developing procedures for estimating non-linear DSGE models.

[^3]:    ${ }^{5}$ Schmitt-Grohe \& Uribe (2004) show that $g_{\sigma x}=h_{\sigma x}=0$.

[^4]:    ${ }^{7}$ The 32 bit desktop pc has an Intel Core 2 Duo 3.0 GHz processor with 4096 MB RAM. The 64 bit computer has an Intel Xeon 3.5 GHz processor with 8 cores and 32756 MB RAM.

[^5]:    ${ }^{8}$ Based on times from the Dynare ++ website for models of comparable size.

