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We analyze the role of oil price volatility in reducing U.S. macroe-

conomic instability. Using a Markov Switching Rational Expectation

New-Keynesian model we revisit the timing of the Great Moderation

and the sources of changes in the volatility of macroeconomic vari-

ables. We find that smaller or fewer oil price shocks did not play

a major role in explaining the Great Moderation. Instead oil price

shocks are recurrent sources of economic fluctuations. The most im-

portant factor reducing overall variability is a decline in the volatility

of structural macroeconomic shocks. A change to a more responsive

(hawkish) monetary policy regime also played a role. (JEL C11, E32,

E42 Q43)
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1 Introduction

Has declining oil price volatility contributed to a more stable macroeconomic

environment since the mid-1980s, or do high and volatile oil prices still make

a material contribution to recessions? The views are diverse. According to

Hamilton (2009), the run-up of oil prices in 2007-08 had very similar contrac-

tionary effects on the U.S. economy as earlier oil price shocks (such as in the

1970s), and this period should therefore be added to the list of recessions to

which oil prices appear to have made a material contribution.1 Others argue

for a reduced role for oil as a cause of recessions in the last decade(s). For

instance, Nakov and Pescatori (2010) and Blanchard and Gali (2008) analyze

the U.S. prior to and post 1984, and find that less volatile oil sector shocks

(i.e., good luck) can explain a significant part of the reduction in the volatility

of inflation and GDP growth post 1984, a period commonly referred to as the

Great Moderation in the economic literature. In addition, better (or more

effective) monetary policy (i.e., good policy) has also played an important

role, in particular in reducing the volatility of inflation.

Common to studies such as Nakov and Pescatori (2010) and Blanchard

and Gali (2008) is the fact that they analyze the volatility of oil price shocks

and the effectiveness of monetary policy by comparing macroeconomic per-

formance before and after a given break point in time (typically 1984). There

are several reasons why analyzing the relationship between oil price volatility

and macroeconomic volatility in a split sample framework such as this may

give misleading results. First, while the persistent decline in macroeconomic

volatility since the mid 1980s is well documented for many variables, see

among others Kim and Nelson (1999a), McConnell and Perez-Quiros (2000),

Stock and Watson (2003) and Canova et al. (2007), it is not clear whether

there has been a systematic reduction in oil price volatility that coincides

with this Great Moderation. Instead, large fluctuations in the oil price seem

1Since the seminal paper by Hamilton (1983), a large body of literature has appeared

documenting a significant negative relationship between (exogenous) oil price increases

and economic activity in a number of different countries (see, e.g., Burbidge and Harrison

(1984), Gisser and Goodwin (1986), Hamilton (1996, 2003, 2009) and Bjørnland (2000)

among many others). Higher energy prices typically lead to an increase in production

costs and inflation, thereby reducing overall demand, output and trade in the economy.
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to be a recurrent feature of the economic environment, but with a sharp in-

crease in volatility in the first quarter of 1974 standing out, see Figure 1.2

Second, policy may also have changed multiple times in the last decades. For

instance Bikbov and Chernov (2013) show that although policymakers were

less concerned with the stabilization of inflation in the 1970s than from the

mid 1980s, the stabilization of inflation also prompted less concern during

several brief periods in the 1990s and 2000s. And when agents are aware of

the possibility of such regime changes, their beliefs will matter for the law of

motion underlying the economy, see e.g., Bianchi (2013).

Instead of splitting the sample, this paper analyzes the role of oil price

volatility in reducing macroeconomic instability using a Markov Switching

Rational Expectation New-Keynesian model. The model accommodates regime-

switching behavior in shocks to oil prices, macro variables as well as in mon-

etary policy responses. With the structural model we revisit the timing of

the Great Moderation (if any) and the sources of changes in the volatility

of macroeconomic variables. In so doing, we make use of the Newton al-

gorithm of Maih (2014), which is similar in spirit but distinct from that

of Farmer et al. (2011). As demonstrated in Maih (2014), this algorithm

is more general, more efficient and more robust than that of Farmer et al.

(2011). The model is estimated using Bayesian techniques accommodating

different regimes or states within one model. We estimate a model where the

parameters may switch in combination, allowing for a simultaneous inference

on both the policy parameters and the stochastic volatilities.

There are now several papers that analyze the so called good policy versus

good luck hypothesis using a regime switching framework, see e.g. Stock and

Watson (2003), Sims and Zha (2006), Liu et al. (2011), Bianchi (2013) and

Baele et al. (2015). While none of these papers analyzes the effect of oil

price volatility directly, oil price shocks are often suggested candidates for

the heightened volatility of the 1970s, see in particular Sims and Zha (2006).

We contribute to this literature by examining the role of oil price volatility

explicitly, allowing also for regime switching in the volatility of other demand

2In 1974, OPEC announced an embargo on oil exports to some countries supporting Israel

during the attack on Israel led by Syria and Egypt. This led to a fall in oil production and

almost a doubling in oil prices in the first quarter of 1974.
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Figure 1. Percentage change in the real price of oil (WTI)

Note: The figure shows the quarterly percentage change in the real price of oil. The vertical

red line is plotted for 1984Q1.

and supply shocks and in policy responses using the MSRE model.

A concern with the New-Keynesian model framework used by Blanchard

and Gali (2008) is that it may be too stylized to be viewed as structural for

the purposes of assessing the role of oil versus other shocks as driving forces

for the U.S. economy. To deal with this we reformulate the model in terms

of a medium scale Dynamic Stochastic General Equilibrium (DSGE) model

with nominal rigidities in the spirit of Christiano et al. (2005). This allows us

to expand the model framework, so that we can have direct data on variables

such as capital, wages and consumption, which is key to assessing the strength

of the oil channel in a well-specified structural framework. This also allows

for a comparison of results with studies that allow for (more general) regime

switches in the macroeconomic dynamics and monetary policy responses using

the Markov Switching DSGE (MSDSGE) framework, see in particular Liu

et al. (2011) and Bianchi (2013) for earlier contributions.

Finally, and in contrast to Blanchard and Gali (2008) and Nakov and

Pescatori (2010), we allow oil prices to also respond to global activity. This

follows Kilian (2009), who suggests there is a “reverse causality” from the

macroeconomy to oil prices. In particular, he finds that if the increase in the

oil price is driven by an increased demand for oil associated with fluctuations

in global activity and not disruptions of supply capacity, global economic
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activity may be less negatively affected.3 Hence, when examining the conse-

quences of an oil price increase on the U.S. economy, it seems important to

allow the oil price to also respond to global activity.

We have three major findings. First, our results support regime switching

behavior in monetary policy, U.S. macroeconomic shock volatility and oil

price shock volatility. Hence, both good luck and good policy matter.

Second, we find no break in oil price volatility to coincide with the Great

Moderation. Instead, we find several short periods of heightened oil price

volatility throughout the whole sample, many of them preceding the dated

NBER recessions. If anything, the post-1984 period has had more episodes

of high oil price volatility than the pre-1984 period. According to our results,

then, we cannot argue that a decline in oil price volatility was a factor in the

reduced volatility of other U.S. macroeconomic variables post 1984. Instead,

we confirm the relevance of oil as a recurrent source of macroeconomic fluc-

tuations, not only in the past but also in recent times. This is a new finding

in the literature.

Third, the most important factor reducing macroeconomic variability is

a decline in the volatility of structural macroeconomic shocks. The break

date is estimated to occur in 1984/1985. That is not to say there were no

surges in volatility after this time. However, these periods of heightened

macroeconomic volatility have been briefer, maybe because in addition a more

credible monetary policy regime, responding more strongly to inflation, has

been in place since 1982/1983.

Going forward, if indeed the recurrent spikes in oil prices are causal factors

contributing to economic downturns, the Federal Reserve should pay atten-

tion to the short-run implications. We find no evidence that the effects of

these spikes have been smaller since monetary policy became more credible.

Quite the contrary. Thus, the evidence presented here suggests that the Fed-

eral Reserve should give careful consideration to the possible consequences of

3Corroborating results are shown in e.g. Lippi and Nobili (2012), Peersman and Van Robays

(2012), Charnavoki and Dolado (2014) and Bjørnland and Thorsrud (2015) for both oil

importing and exporting countries. Still, more recent studies emphasize that oil-specific

shocks (i.e., supply) also have a role as a driving force once one allows for different responses

across countries, see Aastveit et al. (2015) and Caldara et al. (2016).
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shocks to commodity prices when designing monetary policy.

The remainder of the paper is structured as follows. Section 2 describes the

New-Keynesian model, while the general framework for the Markov Switching

model is presented in Section 3. In Section 4 we present the results using our

model, while Section 5 shows that the results are robust to some alternative

specifications. Section 6 concludes.

2 A regime-switching New-Keynesian model

We set up a medium-scale DSGE model with nominal rigidities in the spirit

of Christiano et al. (2005) and Smets and Wouters (2007). We model oil pro-

duction as an individual sector located outside the U.S. Oil is introduced into

the model through the production function in the intermediate goods sector.

Below we specify the main equations of the model. Additional details on the

DSGE model can be found in Appendix B, while Section 3 gives details on

the Markov switching framework.

Households

Households maximize lifetime utility, given by

U0 =
∞∑
t=0

βtzt


(
Ct−χC̄t−1

ACt

)1−σ

1− σ
− κt

n1+ϑ
t

1 + ϑ

 , (1)

where Ct is consumption and nt is hours worked.4 The parameter β is the

subjective discount factor, σ is the intertemporal elasticity of substitution, χ

is a parameter governing the degree of habit persistence, and ϑ is the inverse

of the Frisch labor supply elasticity. Consumption is a CES aggregate of

different varieties given by Ct ≡
(∫ 1

0
Ct(i)

ε−1
ε di

) ε
ε−1

, where ε is the elasticity

of substitution between the various goods. C̄t is average consumption and

ACt is a composite of non-stationary shocks to be defined later. zt is an

4Note that throughout the paper, we use capital letters for non-stationary variables and

small letters for stationary variables.
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intertemporal preference shifter and κt is a labor preference shifter, given by

zt = zρzt−1z
1−ρz exp(σzεz,t), (2)

κt = κρκt−1κ
1−ρκ exp(σκεκ,t). (3)

Both the intertemporal preference shock, εz,t and the labor preference shock

εκ,t have a constant volatility. The household maximizes utility subject to a

budget constraint given by

PtCt + PtIK,t +Dt−1rt−1 + PtTAXt = Wtnt +RK,tKt−1 +Dt +DIVt, (4)

where Pt is the domestic price index given by Pt ≡
(∫ 1

0
Pt(i)

1−εdi
) 1

1−ε
. IK,t

is investments in capital, Dt−1 is bond holdings at the beginning of period t,

and rt−1 is the gross return on these bonds. TAXt is taxes paid, Wt is the

wage rate, Kt−1 is the amount of capital at the beginning of period t, and

RK,t is the return on this capital. DIVt is firm profits. Capital accumulation

is given by

Kt = (1− δ)Kt−1 + AIKt

[
1− φk

2

(
IK,t
IK,t−1

− exp(gik)

)2
]
IK,t, (5)

where δ is the capital depreciation rate, φk is a parameter governing the

capital adjustment cost and gik is the growth rate of investments in capital.

AIKt is investment technology given by the following process

AIKt = AIKt−1 exp
(
gaik + σaik(SVol

t )εaik,t
)
, (6)

where gaik is the growth rate of investment technology. We will allow for two

regimes for general macroeconomic volatility, defined by

SVol
t ∈ {Low volatility, High volatility} .

The volatility of the investment specific shock, σaik, follows the general macroe-

conomic volatility chain, SVol
t , and can switch between two possible values.

Note that we will allow other shocks to also follow the general macroeco-

nomic volatility chain, see below. We will restrict all parameters that follow

this Markov chain to switch at the same time and in the same direction.

7



Firms

We have an intermediate goods sector producing an output good using oil,

capital, and labor. The production function is given by

Yt = At
[
O%
tK

1−%
t−1

]α
n1−α
t , (7)

where Ot is oil input in production. (1 − α) is the share of labor in output

and % is the share of oil relative to capital.5 At is a technology process given

by

At = At−1 exp
(
ga + σa(SVol

t )εa,t
)
, (8)

where ga is the growth rate of neutral technology. As for the investment-

specific shock, we will allow the volatility of the neutral technology shock, σa,

to also take two possible values, following the same macro volatility Markov

chain, SVol
t . Finally, the intermediate goods are bundled together according

to the following technology Yt =
(∫ 1

0
Y

ε−1
ε

i,t di
) ε
ε−1

, where ε is the elasticity of

substitution between different varieties.

We use the Rotemberg model for price setting, assuming that the monop-

olistic firms face a quadratic cost of adjusting nominal prices. The rate of

inflation is given by πt = Pt/Pt−1. The firms set prices to maximize lifetime

profits, which gives the following first order condition

0 =
Ψt

Pt

(
ε

ε− 1

)
− exp(σπ(SVol

t )επt )−
(

ω

ε− 1

)
πt[πt − π̈t]

+Et
{(

ω

ε− 1

)
mt
Yt+1

Yt
(πt+1)2[πt+1 − π̈t+1]

}
, (9)

where Ψt is real marginal costs, mt is the stochastic discount factor between

period t and t + 1, and ω governs the cost of adjusting prices. We have a

markup shock, επt , the volatility of which can switch according to the general

macroeconomic volatility chain SVol
t . π̈t gives the indexation of prices to the

previous period, defined as

π̈t ≡ πγπt−1π̄
1−γπ , (10)

where π̄ is steady state inflation and γπ governs the degree of indexation

to the past price level. We allow switching in the volatility of the stochas-

tic subsidy shock (σπ), following the same macro volatility Markov chain SVol
t .

5The share of oil in production is given by α%.
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Wage setting

We also use the Rotemberg model for wage setting, assuming that the unions

face a quadratic cost of adjusting nominal wages. Wage inflation is given by

πwt = Wt/Wt−1. Unions choose wages to maximize wage earnings, which gives

the following first order condition

0 =
υ

υ − 1
ztκt

nϑt
ΛtWt

− 1− ξ

υ − 1
πwt [πwt − π̈wt ]

+Et
{
β

Λt+1

Λt

ξ

υ − 1

nt+1

nt
(πwt+1)2

[
πwt+1 − π̈wt+1

]}
, (11)

where υ is the elasticity of substitution between various types of labor, ξ

governs the cost of adjusting prices, and Λt is the Lagrange multiplier from

the labor union’s optimization problem. We assume this process is given by

π̈wt ≡ (πwt−1)γw(π̄w)1−γw , (12)

where γw governs the degree of indexation to the past wage level.

Monetary and fiscal policy

Monetary policy responds to inflation and output following a Taylor rule:

rt = r
ρr(SPol

t )
t−1

[
r

(
Yt
ACt ȳ

)κY (SPol
t ) (πt

π̄

)κπ(SPol
t )
]1−ρr(SPol

t )

exp (σrεr,t) , (13)

where κπ and κy are parameters governing the central bank’s responsiveness

to inflation and the output gap respectively. The parameter ρr gives the rate

of interest rate smoothing over time and εr,t is a monetary policy shock.

Importantly, we allow all parameters that the monetary authorities have

control over to switch throughout the sample. That is, we allow for two

monetary policy regimes given by

SPol
t ∈ {Hawkish, Dovish}.

We define the “Hawkish” regime as the episodes where the monetary author-

ities respond most to inflation. The policy parameters follow the same chain,

SPol
t , implying they will switch together (albeit not necessarily in the same

direction).
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Regarding fiscal policy, we assume government consumption is financed

by taxes so that TAXt = Gt. Detrended government consumption follows an

AR(1) process
Gt

ACt
=

(
Gt−1

ACt−1

)ρG
g1−ρG exp (σgεg,t) . (14)

Oil sector

We model the oil price as being determined in an individual sector that can

be thought of as being located outside the U.S. Oil prices can be affected by

two type of shocks; Shocks to world demand and oil-specific (supply) shocks.

This follows Kilian (2009), which finds world demand to be an important

source of variation in oil prices, in particular in the recent oil price boom.

Furthermore, Kilian (2009) shows that if oil prices increase due to surges in

demand for oil (rather than disruptions of supply capacity, see, e.g., Hamilton

(1983)), global economic activity will be positively affected, at least in the

short run.

To identify the two shocks, we will model growth in world activity and

the real oil price jointly in a bi-variate VAR model given by

A0

[
∆ log(GDPW

t )

log(po,t)

]
= c +

p∑
j=1

Aj

[
∆ log(GDPW

t−j)

log(po,t−j)

]
+

[
σW
t εW,t

σOil
t (SOil

t )εo,t

]
(15)

where po,t is the real oil price and ∆GDPW
t is the growth rate of world GDP.

A0 is lower triangular matrix, implying a lagged response of activity to an

oil price shock, whereas oil prices can respond contemporaneously to a world

demand shock.6 We allow the volatility of the oil price shock to change

according to a Markov chain given by

SOil
t ∈ {Low oil price volatility, High oil price volatility} .

Finally, ACt is defined as

ACt = A
1

1−α
t (AIKt )

α
1−α . (16)

6This restriction follows Kilian (2009). Note, however, that Kilian (2009) allows for three

shocks: Oil supply, aggregate demand and oil-specific demand. By including only two

shocks, we have effectively aggregated together oil supply and oil-specific shocks. This is

plausible, given the small role of oil supply in various historical periods, see Kilian (2009).
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This is the trend followed by the consumption process. It is a composite of the

technology shock At and the investment-specific technology shock AIKt . These

two shocks are the ones making real variables nonstationary in the system.

Intuitively then, detrending/stationarizing those real variables requires some

combination of the two shocks.

3 The Markov Switching Rational Expecta-

tion framework

Many solution approaches, like Farmer et al. (2011), Svensson and Williams

(2007) or Cho (2014), start out with a linearized model and then apply

Markov switching to the parameters. This strategy is reasonable as long

as one takes a linear specification as the structural model. When the un-

derlying structural model is nonlinear, however, the agents are aware of the

nonlinear nature of the system and of the switching process. This has impli-

cations for the solutions based on approximation and for the decision rules.

Following Maih (2014), the model outlined above can be cast in a general

Markov Switching DSGE (MSDSGE) framework

Et
h∑

rt+1=1

prt,rt+1drt (xt+1 (rt+1) , xt (rt) , xt−1, εt) = 0, (17)

where Et is the expectation operator, drt : Rnv −→ Rnd is a nd × 1 vector of

possibly nonlinear functions of their arguments, rt = 1, 2, .., h is the regime

a time t, xt is a nx × 1 vector of all the endogenous variables, εt is a nε × 1

vector of shocks with εt ∼ N (0, Inε), prt,rt+1 is the transition probability for

going from regime rt in the current period to regime rt+1 = 1, 2, .., h in the

next period and is such that
∑h

rt+1=1 prt,rt+1 = 1.7

We are interested in solutions of the form

xt (rt) = T rt (zt) , (18)

7Although in this paper we only consider exogenous or constant probabilities, the toolbox

we use for our computations allows for endogenous or time-varying transition probabilities

as well. In that case, however, the user has to explicitly define the functional form and the

variables entering the function, which is far from obvious.
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where zt is an nz × 1 vector of state variables.

In general, there is no analytical solution to (17) even in cases where drt

is linear. Maih (2014) develops a perturbation solution technique that allows

us to approximate the decision rules in (18) . The vector of state variables is

then

zt ≡
[
x′t−1 σ ε′t

]′
,

where σ is a perturbation parameter.

For the purpose of estimation, in this paper we restrict ourselves to a

first-order perturbation8. We then approximate T rt in (18) with a solution

of the form

T rt (z) ' T rt (z̄rt) + T rtz (zt − z̄rt) , (19)

where z̄rt is the steady state values of the state variables in regime rt.

This solution is computed using the Newton algorithm of Maih (2014),

which is similar in spirit but distinct from that of Farmer et al. (2011), hence-

forward FWZ. We use Maih’s algorithm because it is more general, more ef-

ficient and more robust than that of FWZ. As demonstrated in Maih (2014),

the efficiency of Maih’s algorithm comes from several factors. First, Maih’s

algorithm solves a smaller system than FWZ. Because the FWZ algorithm is

a direct extension of Sims (2002), FWZ have to solve for expectational errors

in addition to the other endogenous variables in the system, which Maih’s

algorithm does not do. Second, Maih’s strategy is to build the Newton so-

lution using directional derivatives. This approach permits to see that the

problem of finding the Newton step can be recast into solving a system of

generalized coupled Sylvester equations. Maih shows that such systems can

be solved without building and storing large Kronecker products and with-

out inverting large matrices. This makes Maih’s algorithm suitable for large

systems.9 The FWZ algorithm, on the other hand, does require building and

storing large Kronecker products and inverting a large matrix arising in the

calculation of the Newton step. Third, the FWZ algorithm breaks down when

the coefficient matrix on the contemporaneous terms is singular. When this

8In the RISE toolbox, perturbation solutions can be computed to orders as high as five. The

toolbox also includes algorithms for the filtering of nonlinear regime-switching models.
9The algorithm has been used in the solving of a system of upwards of 300 equations.

12



occurs, FWZ have to resort to an alternative procedure that slows down their

algorithm even further. This problem does not occur in Maih’s algorithm.10

This type of solution in (19) makes it clear that the framework allows the

model economy to be in different regimes at different points in time, with each

regime being governed by certain rules specific to the regime. In that case

the traditional stability concept for constant-parameter linear rational ex-

pectations models, the Blanchard-Kahn conditions, cannot be used. Instead,

following the lead of Svensson and Williams (2007) and Farmer et al. (2011)

among others, this paper uses the concept of mean square stability (MSS)

borrowed from the engineering literature, to characterize stable solutions.

Consider the MSDSGE system whose solution is given by equation (19)

and with constant transition probability matrix Q such that Qrt,rt+1 = prt,rt+1 .

We can expand the solution in (19) and re-write it as

xt (z) = T rt (z̄rt) + T rtz,x
(
xt−1 − T rt (z̄rt)

)
+ T rtz,σσ + T rtz,ε0εt.

This system and thereby (19) is MSS if for any initial condition x0, there

exist a vector µ and a matrix Σ independent of x0 such that limt−→∞ ‖Ext − µ‖ =

0 and limt−→∞ ‖Extx′t − Σ‖ = 0. Hence the covariance matrix of the process

is bounded. As shown by Gupta et al. (2003) and Costa et al. (2005), a nec-

essary and sufficient condition for MSS is that matrix Υ, as defined in (20),

has all its eigenvalues inside the unit circle,11

Υ ≡
(
Q⊗ In2

x×n2
x

)
T 1
z,x ⊗ T 1

z,x

. . .

T hz,x ⊗ T hz,x

 . (20)

10In addition to being more efficient, Maih’s algorithms are also more general and can solve

problems that the FWZ algorithm cannot solve. See Maih (2014) for further details.
11It is not very hard to see that a computationally more efficient representation of Υ is given

by:


p1,1

(
T 1
z,x ⊗ T 1

z,x

)
p1,2

(
T 2
z,x ⊗ T 2

z,x

)
· · · p1,h

(
T hz,x ⊗ T hz,x

)
p2,1

(
T 1
z,x ⊗ T 1

z,x

)
p2,2

(
T 2
z,x ⊗ T 2

z,x

)
· · · p2,h

(
T hz,x ⊗ T hz,x

)
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3.1 Data and Bayesian estimation

We estimate the parameters in the model with Bayesian methods using the

RISE toolbox in Matlab. The equations of the system are coded up non-

linearly in their stationary form. The software takes the file containing the

equations and automatically computes the perturbation solution as well as

the state-space form that is used for the likelihood computation. For a regime-

switching model like ours, the computation of the likelihood has to be done

via a filtering algorithm due to the presence of unobservable variables. An

exact filtering procedure that will track all possible histories of regimes is

infeasible. One solution described by Kim and Nelson (1999b) consists of

collapsing (averaging) the forecasts for various regimes in order to avoid an

explosion of the number of paths. An alternative approach, the one we follow,

is to collapse the updates in the filtering procedure. This approach yields nu-

merically similar results as the Kim and Nelson filter but has the advantage

of being computationally more efficient.

The estimation is based on the 1965Q1–2014Q1 quarterly time-series ob-

servations on the eight time series: the federal funds rate, oil price inflation,

CPI-based inflation, GDP growth, investment growth, wage inflation, con-

sumption growth and the growth rate of world activity. The data were down-

loaded from the St. Louis FRED database. More details about sources and

transformations are given in Appendix A.

Besides the model equations and the data, another input has to be pro-

vided for us to do Bayesian estimation: the prior information on the param-

eters. We fix a subset of parameters following a calibration and estimate the

rest conditional on the fixed ones. For the calibrated parameters then, the

government spending-to-GDP ratio is set to 0.1612.

Rather than setting means and standard deviations for our parameters as

it is customarily done, we set our priors using quantiles of the distributions.

More specifically, we use the 90 percent probability intervals of the distribu-

tions to uncover the underlying hyperparameters. In some cases, such as for

the inverse gamma distribution, the hyperparameters found are such that the

distribution has no first and second moments. For numerical reasons, some

12Following http://data.worldbank.org/indicator/NE.CON.GOVT.ZS
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of the estimated parameters are estimated indirectly via transformations.

We let the transform of the steady state inflation, 400 log (πss), follow

a gamma distribution such that the quantiles 1 and 5 cover 90 percent of

the probability interval. The transform of the discount factor, 100
(

1
β
− 1
)

,

follows a beta distribution with quantiles 0.2 and 0.4 covering the 90 per-

cent probability interval. All the standard deviations of the model follow

an inverse gamma distribution with quantiles 0.0001 and 2 covering the 90

percent probability interval. This is also the case for the measurement errors

on consumption growth, investment growth and wage inflation. The transi-

tion probabilities for the off-diagonal terms of each transition matrix follow a

beta distribution with 0.009 to 0.411 covering the 90 percent probability in-

terval. The transforms of the adjustment costs for capital ( φk
200

), wages ( ω
200

)

and prices ( ξ
200

) follow a beta distribution with 0.2 to 0.8 covering the 90

percent probability interval. The beta distribution is also used both for the

interest rate smoothing in the Taylor rule and for the persistence parameters

for shock processes with 0.0256 to 0.7761 covering the 90 percent probability

interval. Besides the interest rate smoothing, the other policy parameters en-

tering the Taylor rule (κπ and κy) follow a gamma distribution with different

specifications depending on the regime. The transforms of the Inverse Frisch

Elasticity (ϑ − 1), the Elasticity of Substitution between products (ε − 1),

the elasticity of substitution between labor inputs (υ − 1) and the inverse

intertemporal elasticity of substitution (σ − 1) follow a gamma distribution

with quantiles 1 and 8. Finally, we estimate the parameters governing the oil

- macroeconomic relationship jointly with the other parameters.

The full list of our prior assumptions are reported in Table 1 along with

the posteriors. To compute the posterior kernel, the software (RISE) com-

bines the (approximated) likelihood function with the prior information. The

sampling of the posterior distribution is not an easy task and there is no

guarantee, in a complicated model like ours in which the posterior density

function is multimodal13, that the posterior distribution will be adequately

13The estimation procedure in RISE allows us to add restrictions on the parameters. We

exploit this feature to identify the regimes. In particular, we identify the first regime of

the oil price volatility chain as a regime of high volatility by imposing that the standard

deviation in the first state to be bigger than in the second state. Similar schemes are
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sampled or that the optimization routines used will find the global peak of

the posterior distribution of the parameters. We exploit the stochastic search

optimization routines of the RISE toolbox to estimate the mode. With a

mode or starting point in hand, our strategy to simulate the posterior distri-

bution is to run 5 parallel chains of the Metropolis Hastings with continuous

adaptation of both the covariance matrix and the scale parameter. The scale

parameter in particular is adapted so as to maintain an acceptance ratio of

about 0.234. Each chain is iterated 1 million times and every 5th draw is

saved, resulting in a total of 200,000 draws per chain. These draws are then

used for inference.

The whole process is computationally rather intensive. For a given pa-

rameter draw, the steady state for each regime has to be computed. The first-

order perturbation solution of model is then computed following the Newton

algorithms described in Maih (2014), setting the convergence criterion to the

square root of machine epsilon. If a solution is found, it is checked for MSS.

If the MSS test is passed, the likelihood of the data is computed using the

solution found and then combined with the prior distribution of the parame-

ters. This process, which has to be repeated millions of times, takes several

weeks to complete. We monitor convergence using various tools such as trace

plots as well as the Potential Scale Reduction Factor statistic as outlined in

Gelman et al. (2004)

4 Results

We present here the results from estimating the Markov Switching Rational

Expectation New-Keynesian model allowing for regime switches in macroeco-

nomic volatility, oil price volatility and monetary policy responses. We first

report parameter estimates, before giving details on the regime probabilities

and the impulse responses. Finally we examine the historical contribution

of the various structural shocks to the observed time series, emphasizing the

contribution of oil and non-oil shocks.

used to distinguish the hawkish from the dovish regime for the policy Markov chain and

the high from the low macroeconomic volatility regime in the macroeconomic volatility

Markov chain.
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Table 1. Priors and posteriors

Prior Posterior

Parameter Distr. 5% 95% Mode Median 5% 95%

400 log(πss) G 1 5 4.051 4.123 3.969 4.507

[1 + 0.01β]−1 B 0.2 0.4 0.1823 0.1737 0.1155 0.3374

ϑ− 1 G 1 8 1.217 1.317 1.075 1.973

ε− 1 G 1 8 11.83 11.75 11.65 11.85

υ − 1 G 1 8 1.828 2.194 1.845 2.311

σ − 1 G 1 8 0.8069 0.8924 0.7882 1.001

0.02φk B 0.2 0.8 0.0285 0.0203 0.0142 0.0297

0.02ω B 0.2 0.8 0.604 0.4414 0.3293 0.613

0.02ξ B 0.2 0.8 0.4969 0.5249 0.4055 0.6231

100gaik G 0.3074 1.537 0.5298 0.4829 0.3005 0.7024

100ga G 0.3095 1.547 0.6192 0.4791 0.3875 0.604

100gW G 0.1797 0.8983 0.6005 0.6401 0.5195 0.927

γπ B 0.0256 0.7761 0.0175 0.0222 0.0011 0.0581

γw B 0.0256 0.7761 0.1801 0.1066 0.0179 0.3106

χ B 0.0256 0.7761 0.7972 0.7914 0.7493 0.8303

ρg B 0.0256 0.7761 0.1971 0.2593 0.1188 0.3643

ρκ B 0.3 0.7 0.4553 0.4574 0.2811 0.5386

ρz B 0.0256 0.7761 0.3787 0.7469 0.3573 0.9815

% B 0.0256 0.7761 0.0426 0.0623 0.0382 0.0922

stderr DCONS IG 0.0001 2 0.0054 0.0051 0.0045 0.0056

stderr DINV IG 0.0001 2 0.0324 0.0298 0.0276 0.0322

stderr DWAGES IG 0.0001 2 0.0144 0.0147 0.0137 0.0157

vol tp 1 2 B 0.009 0.411 0.116 0.0815 0.0155 0.3195

vol tp 2 1 B 0.009 0.411 0.1032 0.0764 0.0138 0.2017

oil tp 1 2 B 0.009 0.411 0.3374 0.2758 0.1453 0.3389

oil tp 2 1 B 0.009 0.411 0.0766 0.0578 0.0318 0.1043

pol tp 1 2 B 0.009 0.411 0.0587 0.0627 0.0493 0.0962

pol tp 2 1 B 0.009 0.411 0.0933 0.0846 0.0597 0.1103

σκ IG 0.0001 2 0.0004 0.0004 0.0001 0.0017

σg IG 0.0001 2 0.0002 0.0004 0.0001 0.0015

σr IG 0.0001 2 0.0024 0.0024 0.0022 0.0026

σz IG 0.0001 2 0.0001 0.0080 0.0001 0.0298

σW IG 0.0001 2 0.0047 0.0046 0.0043 0.0050

σaik(SVol
t = High) IG 0.0001 2 0.0308 0.0286 0.0224 0.0422

σaik(SVol
t = Low) IG 0.0001 2 0.0138 0.0128 0.0003 0.0182

σa(SVol
t = High) IG 0.0001 2 0.0172 0.0151 0.0129 0.0187

σa(SVol
t = Low) IG 0.0001 2 0.0082 0.0069 0.0055 0.0090

σπ(SVol
t = High) IG 0.0001 2 0.0003 0.0006 0.0002 0.0018

σπ(SVol
t = Low) IG 0.0001 2 0.0002 0.0002 0.0001 0.0007

σo(SOil
t = High) IG 0.0001 2 0.2539 0.3118 0.2319 0.4021

σo(SOil
t = Low) IG 0.0001 2 0.0695 0.0713 0.0625 0.0803

ρ(SPol
t = Hawkish) B 0.0256 0.7761 0.8984 0.8913 0.8598 0.9181

ρ(SPol
t = Dovish) B 0.0256 0.7761 0.7095 0.7418 0.6732 0.8327

κπ(SPol
t = Hawkish) G 0.5 3 2.378 2.308 2.009 2.464

κπ(SPol
t = Dovish) G 0.5 2 0.4856 0.6275 0.4926 0.7277

κy(SPol
t = Hawkish) G 0.05 1 0.0137 0.0139 0.0029 0.0345

κy(SPol
t = Dovish) G 0.05 1 0.0057 0.0186 0.0035 0.0741

Continued on next page
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– Continued from previous page

Prior Posterior

Parameter Distr. 5% 95% Mode Median 5% 95%

rw yy 1 N -1.158 2.132 0.5833 0.5283 0.3927 0.6726

rw yo 1 N -1.644 1.646 0.0019 0.0018 -0.0038 0.0075

rw yy 2 N -1.603 1.686 -0.0027 0.0558 -0.0521 0.1276

rw yo 2 N -1.648 1.642 -0.0030 -0.0030 -0.0069 0.0007

rw oy 0 N -2.079 1.211 -0.3821 -0.4768 -0.7721 -0.2215

rw oy 1 N 1.352 4.642 3.073 3.017 2.882 3.1

rw oo 1 N -0.4902 2.799 1.295 1.235 1.167 1.321

rw oy 2 N -4.946 -1.656 -2.938 -3.173 -3.417 -2.923

rw oo 2 N -1.832 1.458 -0.3083 -0.2473 -0.3353 -0.1756

Note: The following abbreviations are used: Beta distribution (B), Normal
distribution (N), Gamma distribution (G), Inverse Gamma distribution (IG). The param-
eters rw yo n and rw oy n are the estimated parameters from the oil-macroeconomic VAR
model.

4.1 Parameter estimates

Table 1 displays the posterior (modes and medians) for the DSGE parameters

and the off-diagonal terms of the transition matrix. Starting with the param-

eters governing the high and low macroeconomic volatility regime, we find

a clear difference between the various regimes. In particular, the standard

deviation of the macro volatility shocks, σaik, σa and σπ, is estimated to be

2–3 times higher in the high macro volatility regime than in the low macro

volatility regime. Overall we find the probability of moving from high to low

macro volatility regimes to be twice as high as the probability of moving from

the low to high volatility regime.

Concerning the standard deviation of the oil price shocks σo, we confirm a

substantial difference between the high and low oil price volatility regimes In

particular, the standard deviation shock to the oil price is estimated to be 32

percent in the high oil price volatility regime compared with 7 percent in the

low volatility regime. Furthermore, the probability of moving from the high

to the low oil price volatility regime is three times as high as the probability

of mowing from the low to the high oil price volatility regime.

Finally, we find a substantial difference between the parameters govern-

ing the policy rule. Under the high policy response regime, the FFR reacts

strongly to inflation; κπ is estimated to be 2.27, while it is only 0.5 in the low

response regime. The response to the output gap, κy, however, moves in the
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Figure 2. Oil price shock
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Note: The figure graphs the generalized impulse responses to an oil price shock (that is

normalised to increase oil prices)

other direction; FFR responds less to the output gap in the high response

regime than in the low response regime. The interest rate smoothing param-

eter, ρ, is estimated to be 0.88 in the high response regime, and just slightly

lower, 0.76, in the low response regime. Still this implies that the relative

difference between the parameters in the high and low policy regimes will be

even larger.

Regarding the oil - macroeconomic relationship, rather than discussing the

estimated parameters, Figures 2 – 3 summarize the properties by displaying

the model implied impulse responses from respectively the oil price shock and

the world demand shock to oil prices and global activity. The figures show

that while a shock to oil prices has a temporarily negative effect on global

activity, a world demand shock, that increases global activity boosts oil prices

temporarily. Hence, and in line with Kilian (2009) when analyzing the effect

of an oil price shock on the U.S. economy, it seems important to separate the

effect of a world demand shock from the other (supply-side driven) oil market

shocks.
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Figure 3. World demand shock
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Note: The figure graphs the generalized impulse responses to a world demand shock (that

is normalised to increase world activity)

4.2 Smoothed state probabilities

The key output of our model, the smoothed probabilities, are plotted in Figure

4. The figure graphs the median, together with the 68 percent probability

bands. Shaded areas are NBER recessions. The top row shows the smoothed

probabilities for being in the high macroeconomic volatility state. We identify

a state with high volatility in the structural macroeconomic shocks for the

periods prior to 1984/1985. That is, from the early 1970s and until the mid

1980s, the economy is mostly in a state of high macroeconomic volatility.

From 1984/1985, the economy moves into a low volatility state. The shift

from the high to the low volatility state in the middle 1980s is in line with the

findings reported in the literature on the Great Moderation, see e.g. Bianchi

(2013) and Liu et al. (2011). In addition, we identify some short periods of

heightened volatility after 1986, mostly coinciding with the NBER recessions

of 2001/2002 and the period of the recent great recession.14

14These results are also in line with findings in Herrera and Pesavento (2009). Using a

structural VAR, they find two structural breaks in inventories and sales (thus production)
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Figure 4. Historical state probabilities
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Note: The top row presents the smoothed probabilities for being in the high macroeconomic

volatility state. The second row presents the smoothed probabilities for being in the high

oil price volatility state. The bottom row presents the smoothed probabilities for being in

the high monetary policy response state. The figures graph the median response, together

with the 68 percent probability bands. The shaded areas correspond to the dated NBER

recessions.

The second row shows our main results, namely the smoothed probabil-

ities for the high oil price volatility state. The figure suggests there is no

support for the hypothesis that a fall in oil price volatility coincided with

the decline in macroeconomic instability from the mid-1980s (the start of the

Great Moderation) noted in many previous studies. Instead we find that the

oil price has displayed several periods of heightened volatility throughout the

sample, many of them coinciding with the NBER recessions. Thus, we do not

find support for the hypothesis put forward in Nakov and Pescatori (2010)

and Blanchard and Gali (2008), which, based on a split sample, find reduced

for US industries; an increase in volatility around the 1970s and a drop in the mid-1980s.
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oil price volatility to have contributed to reduce macroeconomic instability

over time.

Looking at the graph in more detail, we identify 7 distinct periods where

the structural shocks to the oil price are in a high volatility state. Interest-

ingly, these episodes correspond well with the historical episodes identified as

exogenous oil price shocks in Hamilton (2013). The first and second episodes

are well-known distinct spurs of high oil price volatility: the 1973–1974 OPEC

embargo, and the 1978 Iranian revolution followed by the Iran-Iraq war of

1980. Both episodes led to a fall in world oil production, an increase in

oil prices and a gasoline shortage in the U.S., see Hamilton (2013) for more

details.15 Between 1981 and 1985, Saudi Arabia held production down to

stimulate the price of oil until, in 1986, they brought production up again,

which led in turn to a collapse in the oil price. This sharp fall in 1986 coin-

cides with our third episode. The fourth episode in 1990/1991 coincides with

the Persian Gulf war during which Iraqi production collapsed and oil prices

shot up. The fifth period (1998–2000) coincides with the East Asian Crisis

and the subsequent recovery. During this period the oil price first fell be-

low $12, the lowest price since 1972, before it shot up again from 1999/2000.

The spike in 2002–2003 coincides with the Venezuelan unrest and the second

Persian Gulf war and is our sixth episode. The seventh episode, 2007–2008,

coincides with what Hamilton (2013) calls a period of growing demand and

stagnant supply. The probability of a high oil price volatility state coincides

with the last NBER recession.

Of the seven episodes of high oil price volatility identified here, all but

two preceded the NBER dated recessions, suggesting high oil price volatility

may have played a role here. The exceptions are the episode in 1986 when oil

prices fell sharply, hence, if anything, we should have seen a period of boosted

growth in the U.S., and the period 2002–2003, when the increase in oil prices

turned out to be modest and short lived (see Hamilton (2013)).

We conclude that while all the NBER recessions since the 1970s have been

associated with high oil price volatility, not all oil shocks led to a recession.

15Note that Hamilton describes the end of the 1960s as a period with modest price increases,

in part a response to the broader inflationary pressures of the late 1960s. Consistent with

this, we do not pick up any episodes in the 1960s of high oil price volatility in Figure 4.
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Only when oil pries are both volatile and high, do they in particular coincide

with recessions. We will return to the issue of the role of oil in the recession

when examining impulse responses below.

The bottom panel shows the smoothed probabilities for the high monetary

policy response state. There is a widespread belief that the more Hawkish

policy imposed by Chair of the Federal Reserve Paul Volcker helped bring

down the high inflation that persisted during the 1970s, see e.g. Clarida et al.

(2000) and Lubik and Schorfheide (2004). Our results support this view that

the Fed’s response to inflation grew stronger after Volcker took office.16 More

specifically, we identify a switch to a more hawkish state around 1982. This

is consistent with previous findings by Bianchi (2013) and Baele et al. (2015).

The economy stays in the hawkish state thereafter, except for brief periods

in the mid 2000s and during the financial crisis, when policy became more

lax, i.e., the probability of being in the hawkish state declines rapidly. By

the end of the sample, policy is again more hawkish.

To sum up, we do not find declining oil price volatility to play an indepen-

dent role for the observed volatility reduction in the U.S. economy from the

mid 1980s. Instead we find recurrent episodes of heightened oil price volatility

throughout the sample, many of them preceding the NBER dated recessions.

This is a new finding in the literature. Regarding the other macroeconomic

shocks, we confirm Liu et al. (2011) and Bianchi (2013), which find that the

Great Moderation is mostly explained by a change in the volatility of exoge-

nous macroeconomic shocks, although monetary policy nevertheless seems to

have also played a role.

4.3 Oil and the macroeconomy

Having observed the coinciding pattern of heightened oil price volatility and

the NBER-dated U.S. recession, a natural follow-up question is how an oil

price shock affects the macroeconomy? Figure 5 addresses this question by

graphing the generalized impulse responses to an oil price shock with proba-

bility bands. The figure shows that following a standard deviation shock to

16Paul Volcker was Chairman of the Federal Reserve under Presidents Jimmy Carter and

Ronald Reagan from August 1979 to August 1987.
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oil price of approximately 15 percent, U.S. GDP declines gradually, by 0.4–

0.5 percent within two years, as the cost of production increases. This will

lower profit and reduce capital accumulation and investment by firms, and

eventually also consumption by households. With an increased cost of pro-

duction, firms wish to substitute with labor, hence the use of labor increases,

pushing up wage growth and inflation rapidly by 0.2–0.3 percentage points.

The latter motivates an increase in interest rates of 0.1 percentage point.

How do these results compare with previous studies analyzing the effects

of an oil price shock? Regarding the size of the responses for GDP, our re-

sults are in line with structural VAR studies such as e.g. Hamilton (2003)

and Hamilton and Herrera (2004), which find that a 10 percent (exogenous)

increase in the oil price reduces GDP by roughly 0.4–0.8 percent, depend-

ing on the sample and model specification. These studies, however, do not

distinguish between the different sources of shocks as they implicitly assume

that oil price changes exclusively originate from the supply side of the oil

market. Controlling for global demand shocks, however, Kilian (2009) find

much smaller effects. Yet, more recent studies such as Aastveit et al. (2015)

and Caldara et al. (2016) have shown that allowing for different responses

across developed and emerging countries, the negative effects for developed

countries will be stronger than what Kilian (2009) reported, more in line with

what we find here.

Having documented negative effects from an oil price shock on the U.S.

economy, one might ask: to what extent is it the oil price shocks themselves

that depress output over time, or were the recessions that followed the severe

oil shocks instead caused by the Federal Reserve’s contractionary response to

inflationary concerns? Bernanke et al. (1997) presented evidence supporting

this latter view, demonstrating that, had it not been for the Federal Reserve’s

responses (increasing the federal funds rate) to the oil shock, the economic

downturns might have been largely avoided. Note, however, that Hamilton

and Herrera (2004) have a number of criticisms of this conclusion.17

17Hamilton and Herrera (2004) show that (i) the effect of systematic monetary policy found

in Bernanke et al. (1997) is overestimated relative to a model that includes more lags and

(ii) the counterfactual scenario is not feasible in the sense that the shocks needed to keep

the federal funds rate unchanged would hardly constitute surprises.
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Figure 5. Impulse responses to an oil price shock
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Note: The figure displays the generalized impulse responses to an oil price shock

Figure 6 goes a long way towards answering these questions. It compares

the responses to an oil price shock in the high oil price volatility regimes

associated with both the high and low monetary responses for the oil price,

output, inflation and the interest rate. The figure has two take-away points.

First, independently of whether monetary policy is in the hawkish or dovish

state (blue and red lines respectively), inflation increases and output falls for

a prolonged period of time following an adverse oil price shock. This suggests

an independent role for oil price shocks in past and present recessions, in line

with the arguments put forward in Hamilton (2009).

Second, the negative effect on output of an oil price shock is magnified

when the policymakers are in the high policy response (hawkish) states (blue

line). One reason is that the increase in interest rates, although effectively

curbing inflation, will exacerbate the oil-led contraction of the economy. Thus,

the effect of an oil price shock on output is most severe in the high policy

response regime, whereas for inflation the opposite is the case. However, as it
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Figure 6. Impulse responses to an oil price shock, different regimes
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Note: Regime 5: High oil price volatility and Hawkish state, Regime 6: High oil price volatility and Dovish

state.

turns out, since the policymakers have been in the high response regime since

the early 1980s, oil price shocks have been most contractionary for the U.S.

economy in the period of the Great Moderation (post 1983/1984), and not

just in the Volcker area (1979-1987) as suggested in Bernanke et al. (1997).

Having examined the impulse responses, we need to also establish the role

of the oil price shocks in explaining the variance of the observed variables

over time. That is, Figure 7 provides the historical decomposition of the key

variables; GDP growth, CPI inflation, wage inflation and interest rates due

to the oil shocks and the non-oil shocks (grouped) separately. The figure

shows clearly that oil price shocks matter. There is a negative contribution

to GDP when oil price volatility is high in the mid and late 1970s, in the

early 1990s and the periods preceding the financial crisis. For wage and CPI

inflation, however, the contribution is even more severe. Throughout the

1970s, the oil price shocks contributed to both high wage and CPI inflation,
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Figure 7. Historical decomposition
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Note: The figure shows the historical contribution to some key variables of oil and non-oil

shocks (grouped separately).

and eventually also higher interest rates. But also by the end of the sample,

oil prices contributed to higher inflation. In fact, if it hadn’t been for the

contribution of the oil price shocks, the rise in CPI inflation (and interest

rates) would have been lower.

5 Robustness

We began this paper by questioning whether a reduction in oil price volatility

could be partly responsible for the period of stable economic conditions from

the mid-1980s known as the Great Moderation. Our results suggest that,

contrary to common perception, there is no support for the role of oil price

shocks in reducing macroeconomic instability. Instead, periods of heightened
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oil price volatility are a recurrent feature of our sample.

One concern with the analysis conducted so far, could be that even a

model allowing for high and low volatility of the oil shocks may be too rigid.

It is apparent that the first oil shock (in 1973/1974) was larger in size than any

other subsequent increase. Second, this shock was unprecedented. In other

words, oil prices experienced a large increase for the first time in economic

history. Maybe our results for the high oil price volatility regime are too

heavily influenced by this one event? To analyze this, we redo the analysis

starting the estimation in 1975 instead, effectively removing the influence

of the first OPEC shock. Results reported in the appendix shows that the

results are robust to this change.

We also examine if our result could be biased due to the prolonged episode

of zero lower bound after the financial crisis. To do so we stop the estimation

in 2008. Results are also robust to this change.

6 Conclusion

This paper revisits the role of oil price volatility in reducing general macroeco-

nomic volatility by estimating Markov Switching Rational Expectation New-

Keynesian models that accommodate regime-switching behavior in shocks to

oil prices, macro variables as well as in monetary policy. With the structural

model we revisit the timing of the Great Moderation (if any) and the sources

of changes in the volatility of macroeconomic variables.

We have three major findings. First, our results support regime switching

in monetary policy, U.S. shock volatility and oil price shock volatility. Sec-

ond, we do not find a break in oil price volatility from the mid-1980s that

coincides with the Great Moderation. We find instead several short periods

of heightened oil price volatility throughout the whole sample, many of them

preceding the dated NBER recession. If anything, the post-1984 period has

had more episodes of high volatility than the pre-1984 period. Hence, ac-

cording to our results, we cannot argue that declining oil price volatility was

a factor in the reduced volatility of other U.S. macroeconomic variables. In-

stead, and in contrast to common perceptions, we confirm the relevance of

oil as a recurrent source of macroeconomic fluctuations.
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Third, the most important factor reducing macroeconomic variability is

the decline in the volatility of structural shocks. The break date is estimated

to occur in 1984/1985. That is not to say there has not been any surges of

volatility since then. However, these periods of heightened macroeconomic

volatility have been briefer.

Thus, if indeed the recurrent spikes in oil prices are causal factors con-

tributing to economic downturns, the Federal Reserve should give careful

consideration to the possible consequences of shocks to commodity prices

when designing monetary policy.
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Appendices

Appendix A Data and transformations

The model is is estimated using quarterly data from the period 1965Q1–2014Q1. We have

8 observables in the system. We list all the observables together with the variable name

used in the model and the corresponding equations (measurement equations) in Appendix

B.1: the federal funds rate (r, Eq. B.28), world GDP growth (∆GDPWt , Eq. B.29), GDP

growth (∆GDP , Eq. B.30), investment growth (∆INV , Eq. B.31), consumption growth

(∆CONS, Eq. B.32), wage inflation (∆WAGES, Eq. B.33), CPI-based inflation (∆CPI,

Eq. B.34) and oil price inflation (∆POIL, Eq. B.35).

All the series with the exception of the growth rate of world activity were downloaded

from the FRED database.18 We calculate real per capita values for GDP, consumption

and investment. For world activity we use quarterly GDP growth (percentage change) for

the OECD countries. The series is named OECD - total and is downloaded from OECD.19

Appendix B Model derivations

The household problem
Households maximize utility subject to a budget constraint and the law of motion for

capital. The Lagrangian for the household problem is given by

LHH = E0

∞∑
t=0

βt
{
zt


(
Ct−χCt−1

ACt

)1−σ
1− σ

− κt
n1+ϑt

1 + ϑ


− Λt (PtCt + PtIK,t +Dt−1rt−1 + PtTt + Ft −Wtnt −RK,tKt−1 −Dt −DIVt)

− ΛtQK,t

(
Kt − (1− δ)Kt−1 −

[
1− φk

2

(
IK,t
IK,t−1

− exp(gik)

)2
]
IK,tA

IK
t

)}
,

where β ∈ (0, 1) is the subjective discount factor, σ > 0 is the intertemporal elasticity of

substitution, ϑ is the inverse of the Frish elasticity, δ ∈ (0, 1) is the depreciation rate of

capital, φk governs the degree of investment adjustment costs, and gik is the growth rate

18See http://research.stlouisfed.org/fred2/. In the FRED database, the nominal

GDP series is denoted gdp, the GDP deflator is named gdpdef, the federal funds rate is

named fedfunds, the WTI series is named dcoilwtico, investments is named gpdi, wages is

named pcec, consumption is named pcec, the labor force is named clf16ov and the CPI is

named cpiaucsl.
19www.data.oecd.org
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of investment. The first order conditions:

Ct : zt(Ct − χCt−1)−σ(ACt )σ−1 = ΛtPt

Dt : Λt = βEt
[
Λt+1rt

]
Kt : ΛtQK,t = Et

[
βΛt+1

(
RK,t+1 +QK,t+1(1− δ)

)]
IK,t : ΛtPt = ΛtQK,tA

IK
t

[
1− φk

2

(
IK,t
IK,t−1

− exp(gik)

)2

− φk
(

IK,t
IK,t−1

− exp(gik)

)
IK,t
IK,t−1

]

+ Et

[
φkβΛt+1QK,t+1µAIK,t+1

(
IK,t+1

IK,t
− exp(gik)

)(
IK,t+1

IK,t

)2
]
.

The first order condition for Ct gives Equation B.6, Kt gives Equation B.9, and IK,t gives

Equation B.10. We also define the stochastic discount factor as

mt ≡ Et
{
β

Λt+1

Λt

}
,

and together with the first order condition w.r.t. Dt, we get Equation B.7 and B.8.

Optimal wage setting a la Rotemberg
Wages are chosen by minimizing household disutility of working subject to the budget

constraint and a quadratic cost of adjusting wages. Wage inflation is defined as

πwt =
Wt

Wt−1
.

We assume wage indexation given by

π̈wt ≡ (πwt−1)γw(π̄w)1−γw .

The Lagrangian for the labor unions:

LWS = E0

∞∑
t=0

βt
{
ztκt

−
((

Wj,t

Wt

)−υ
nt

)1+ϑ

1 + ϑ


− ζt

[
PtCt + PtIK,t −Dt −Wj,t

(
Wj,t

Wt

)−υ
nt −RK,tKt−1 +Dt−1Rt−1

+ PtTAXt +
ξ

2

[
Wj,t

Wj,t−1
− π̈wt

]2
Wtnt −DIVt

]}
,

where υ is the elasticity of substitution between different types of labor, and ξ governs the
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degree of cost of changing wages. First order conditions w.r.t. Wj,t:

0 = υztκt
nt
Wt

((
Wj,t

Wt

)−υ
nt

)ϑ(
Wj,t

Wt

)−υ−1
+ ζt(1− υ)W−υj,t W

υ
t nt

−Λtξ

[
Wj,t

Wj,t−1
− π̈wt

]
Wtnt
Wj,t−1

+ Et

{
βΛt+1ξWt+1nt+1

Wj,t+1

W 2
j,t

[
Wj,t+1

Wj,t
− π̈wt

]}

= υztκt
n1+ϑj,t

Wj,t
+ Λt(1− υ)nj,t

−Λtξ
Wtnt
Wj,t−1

[
Wj,t

Wj,t−1
− π̈wt

]
+ Et

{
βΛt+1ξWt+1nt+1

Wj,t+1

W 2
j,t

[
Wj,t+1

Wj,t
− π̈wt

]}
.

Invoking symmetry and dividing throughout by Λt(υ − 1)nt:

0 =
υ

υ − 1
ztκt

nϑt
ΛtWt

− 1

− ξ

υ − 1

Wt

Wt−1

[
Wt

Wt−1
− π̈wt

]
+ Et

{
β

Λt+1

Λt

ξ

υ − 1

nt+1

nt

(
Wt+1

Wt

)2 [
Wt+1

Wt
− π̈wt

]}
,

which gives Equation B.27.

Intermediate goods firms’ problem
Firms have the following technology

Yit = At

[
O%i,tK

1−%
i,t−1

]α
n1−αi,t ,

and maximize profits given by

DIVi,t = Pi,tYi,t −Wi,tni,t −RK,tKi,t−1 − PO,tOi,t + Fi,t.

The firm solves

max
ni,t,Ki,t−1,Oi,t

E0

∞∑
t=0

Pi,t

[
At

[
O%i,tK

1−%
i,t−1

]α
n1−αi,t

]
−Wi,tni,t −RK,tKi,t−1 − Po,tOi,t + Fi,t,

where α, is the share of the oil and capital mix in production and % governs the mix of oil

and capital. First order condition w.r.t. Pj,t:

Oi,t : α%
Ψi,tYi,t
Oi,t

= Po,t

ni,t : (1− α)%
Ψi,tYi,t
ni,t

= Wi,t

Ki,t−1 : α(1− %)
Ψi,tYi,t
Ki,t−1

= RK,t,

where Ψi,t is the inverse of the Lagrange multiplier, and can be interpreted as the firms’

marginal cost. If we invoke symmetry, the first order condition for Oi,t gives Equation

B.17, ni,t gives Equation B.19, and Ki,t−1 gives Equation B.18.
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Optimal price setting a la Rotemberg
Firms set prices to maximize revenue, Pi,tYi,t, minus cost of producing, ΨtYi,t, minus the

cost of adjusting the price, ω
2PtYt

(
Pi,t
Pi,t−1

− π̈t
)2

. Inflation is given by

πt =
Pt
Pt−1

,

and we have price indexation to the previous period

π̈t ≡ πγπt−1π̄1−γπ .

We also include a shock to the value of production, called a stochastic subsidy shock επ,t.

The firm problem is given by:

max
Pi,t

Et
∞∑
t=0

mt

[
Pi,t

(
Pi,t
Pt

)−ε
Yt exp(σπεπ,t)−Ψt

(
Pi,t
Pt

)−ε
Yt −

ω

2
PtYt

(
Pi,t
Pi,t−1

− π̈t
)2
]
,

where ε is the elasticity of substitution between different varieties of goods, and ω governs

the cost of adjusting prices. First order condition:

Pi,t : 0 = (1− ε)Yi,t exp(σπεπ,t) + εΨt
Yt
Pi,t
− ω Pt

Pi,t−1
Yt

[
Pi,t
Pi,t−1

− π̈t
]

+Et

{
ωMt+1Pt+1Yt+1

Pi,t+1

P 2
i,t

[
Pi,t+1

Pi,t
− π̈t+1

]}

Invoking symmetry and dividing throughout by (ε− 1)Yt:

0 = − exp(σπεπ,t) +
ε

ε− 1

Ψt

Pt
− ω

ε− 1

Pt
Pt−1

[
Pt
Pt−1

− π̈t
]

+Et
{

ω

ε− 1
mt+1

Yt+1

Yt

(
Pt+1

Pt

)[
Pt+1

Pt
− π̈t+1

]}
,

which gives Equation B.20.

Aggregation and market clearing
The market for goods clear,

Yt = Ct + IK,t +Gt.

Firm profits is given by

DIVt = PtYt −Wtnt −RK,tKt−1 − Po,tOt + Ft,

which gives Equation B.25.

B.1 The stationary system

To get a stationary system we use the following variable transformations:

37



ct ≡ Ct
ACt

, λt ≡ ACt ΛtPt, µa,t ≡ At
At−1

, µac,t ≡ ACt
ACt−1

, µaik,t ≡ AIKt
AIKt−1

, ik,t ≡ IK,t
ACt

,

ft ≡ Ft
ACt Pt

, gt = Gt
ACt

, taxt ≡ TAXt
ACt

, wt = Wt

ACt Pt
, kt ≡ Kt

ACt A
IK
t

, kt ≡ Kt
ACt A

IK
t

,

rk,t ≡ RK,tA
IK
t

Pt
, dt ≡ Dt

ACt Pt
, divt ≡ DIVt

ACt Pt
, qk,t ≡ AIKt QKt

Pt
, yt ≡ Yt

ACt
, ψt ≡ Ψt

Pt
,

ot ≡ Ot
ACt A

IK
t

, po,t ≡ Po,tAIKt
Pt

With these definitions the stationary system, corresponding to the set of

equations coded up in the RISE toolbox, is as follows:

The labor preference shock process is given by

κt = κρκt−1κ
1−ρκ exp(σκεκ,t). (B.1)

The intertemporal preference shock process is given by

log(zt) = ρz log(zt−1) + σzεz,t. (B.2)

The households have the following budget constraint

ct + ik,t +
dt−1rt−1

µac,tπt
+ taxt + ft = wtnt +

rk,tkt−1

µaik,tµac,t
+ dt + divt. (B.3)

Capital accumulation with capital adjustment costs

kt =
(1− δ)kt−1

µac,tµaik,t
+

(
1− φk

2

)(
µac,tik,t
ik,t−1

− exp(gik)

)2

ik,t. (B.4)

The capital investment shock process

µaik,t = exp(gaik + σaikεaik,t). (B.5)

Household FOCs give optimal allocation of consumption between periods

zt

(
ct −

χct−1

µac,t

)−σ
= λt. (B.6)

The pricing kernel is determined by the growth in marginal utility, and the

stochastic discount factor is given by,

mt = Et
[

βλt+1

λtµac,t+1πt+1

]
. (B.7)

The stochastic discount factor is equal to the inverse of the interest rate

mt =
1

rt
. (B.8)
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Optimal capital allocation is governed by

λtqk,t = Et
{

βλt+1

µac,t+1µaik,t+1

(
rk,t+1 + qk,t+1(1− δ)

)}
. (B.9)

The optimal level of investment is governed by

λt = λtqk,t

(
1− φk

2

µac,tik,t
ik,t−1

− exp(gik)

)2

(B.10)

−λtqk,tφk
(
µac,tik,t
ik,t−1

− exp(gik)

)(
µac,tik,t
ik,t−1

)
+Et

{
φkβλt+1qk,t+1

(
µac,t+1ik,t+1

ik,t
− exp(gik)

)(
µac,t+1ik,t+1

ik,t

)2
}

Membership fee to labor unions

ft =
ξ

2
wtnt(π

w
t − π̈wt )2. (B.11)

Wage inflation is given by

πw,t = µac,tπt
wt
wt−1

. (B.12)

We have some wage indexation to the previous period, and the aggregate

wage index is given by

π̈wt ≡ (πwt−1)γw(π̄w)1−γw . (B.13)

We have some price indexation to the previous period, and the aggregate

price index is given by

π̈t ≡ πγπt−1π̄
1−γπ . (B.14)

The production technology is given by

yt =

(
kt−1

µac,tµaik,t

)α(1−%)

oα%t n
1−α
t (B.15)

The neutral technology process is given by

µa,t = exp(ga + σaεa,t) (B.16)

Firms select the quantity of labor, capital, and oil to maximize profits, which

gives

po,t = α%ψt
yt
ot
, (B.17)
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rk,t = α(1− %)µac,tµaik,tψt
yt
kt−1

, (B.18)

wt = (1− α)ψt
yt
nt
. (B.19)

Optimal price setting from the Rotemberg model:

ε

ε− 1
ψt − exp(σπεπ,t)−

ω

ε− 1
πt(πt − π̈t) (B.20)

+Et
{

ω

ε− 1
mt

(
µac,t+1

yt+1

yt

)
π2
t+1(πt+1 − π̈t+1)

}
= 0

The central bank follows a Taylor rule given by

rt = rρt−1

(
r̄

(
yt
ȳ

)κy (πt
π̄

)κπ)1−ρ

exp(σrεr,t) (B.21)

Government spending follows an AR(1)

g = g
ρg
t−1ḡ

1−ρg exp(σgεg) (B.22)

Government spending must be financed by taxes,

gt = taxt (B.23)

And aggregate debt is zero

dt = 0 (B.24)

Dividends or profits are given by

divt = yt − wtnt −
rk,tkt−1

µaik,tµac,t
− po,tot + ft (B.25)

The growth rate of the consumption process is given by

µac,t = µ
1

1−α
a,t µ

α
1−α
aik,t. (B.26)

Optimal wage setting a la Rotemberg

υ

υ − 1
ztκt

nϑt
wtλt

− 1− ξ

υ − 1
πwt (πwt − π̈wt ) (B.27)

+Et
{

βλt+1

λtπt+1µac,t+1

ξ

υ − 1

nt+1

nt
(πwt+1)2(πwt+1 − π̈wt+1)

}
= 0.
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B.2 Measurement equations

The observed interest rate is equal to the interest rate in the model

robs,t = rt. (B.28)

The observed growth rate of world activity is equal to the growth rate of

world activity in the model

∆GDPW
obs,t = ∆GDPW

t (B.29)

The growth rate of output is defined as

∆GDPt ≡ log(µac,t) + log

(
yt
yt−1

)
. (B.30)

The growth rate of investment is defined as

∆INVt ≡ log(µac,t) + log

(
ik,t
ik,t−1

)
. (B.31)

The growth rate of consumption spending is defined as,

∆CONSt ≡ log(µac,t) + log

(
ct
ct−1

)
. (B.32)

The growth rate of wages is defined as

∆WAGESt ≡ log(πwt ). (B.33)

The growth rate of the consumer price index is defined as,

∆CPIt ≡ log(πt). (B.34)

The growth rate of oil prices is defined as,

∆POil
t ≡ log(µaik,t) + log(πt) + log

(
po,t
po,t−1

)
. (B.35)

A description of all the endogenous, exogenous, and observable variables is

given in the Tables 2, 3 and 4 respectively.
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B.3 The steady state

The steady state of the system is given by the following relations

nt = n̄

zt = 1

µaik,t = exp (gaik)

qk,t = 1

µa,t = exp (gA)

πt = π̄

dt = 0

µac,t = (µa,t)
1

1−α (µaik,t)
α

1−α

gik = log (µac,t)

po,t = po

mt,t ≡
β

µac,tπt

rt =
1

mt,t

rk,t =

[
µac,tµaik,t

β
− 1 + δK

]
qk,t

ft = 0
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πwt ≡ µac,tπt

π̈wt ≡ (πwt )γw (π̄w)1−γw

π̈t ≡ πγπt π̄
1−γπ

ψt =
ε− 1

ε

y

k
=

rk,t
α (1− %)µac,tµaik,tψt

o

k
=
α%ψt
po,t

y

k

kt =
nt[

(µac,tµaik,t)
(1−%)α

(
ot
kt

)−%α
yt
kt

] 1
1−α

ot =
(o
k

)
kt

yt =
(y
k

)
kt

wt = (1− α)
ψt
nt
yt

ik,t =

[
1− (1− δK)

µac,tµaik,t

]
kt

gt =

(
G

Y

)
yt

taxt = gt

ct = yt − taxt −
(

rt
µac,tπt

− 1

)
dt − ik,t, with ct > 0
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λt = zt

(
ct − χ

ct
µac,t

)−σ

divt = yt − wtnt −
1

µaik,tµac,t
rk,tkt + ft

κt =
(υ − 1)wtλt

υztnϑt

κ = κt
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Table 2. Endogenous variables

Variable Description

c Aggregate Consumption

d Deposits/Loans

∆CONS Cons. growth

∆CPI CPI inflation

∆GDP GDP growth

∆GOV Government spending growth

∆INV Investment growth

div Dividends

∆POil Oil price inflation

∆WAGES Wage inflation

f Membership fees

g Government spending

ik Investment

k Capital

κ Labor Preferences

λ Marginal utility of consumption

po Real oil price

m Stochastic Discount Factor

µa Neutral Technology process

µac MUAC

µaik Capital Investment shock process

n Labor

o Oil demand

∆GDPW World GDP growth

π Inflation

π̈ Inflation Index

πw Wage Inflation

π̈w Wage Inflation Index

po Price of oil

ψ Real Marginal Cost

qk Price of Capital Goods

r Interest rate

rk Rental rate of Capital

tax Taxes

w Wages

y Output

z Intertemporal Preference Shifter
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Table 3. Exogenous variables

Variable Description

εA Neutral Technology Shock

εAIK Investment Specific Technology Shock

εG Government Spending Shock

εκ Labor Preference Shock

εo Oil price shock

εW World oil demand shock

επ Stochastic Subsidy Shock

εr Monetary Policy Shock

εz Consumption Preference Shock

Table 4. Observable variables

Variable Description

∆CONS Consumption growth

∆CPI CPI inflation

∆GDP GDP growth

∆INV Investment growth

∆POil Oil price inflation

∆WAGES Wage inflation

∆GDPW World GDP growth

r Interest rate

Note: The observable variables in the model.

46



Appendix C Additional Results

Figure 8. Smoothed state probabilities (starting in 1975Q1)
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Note: The top row presents the smoothed probabilities for being in the high macroeconomic

volatility regime. The second row presents the smoothed probabilities for being in the high

oil price volatility regime. The bottom row presents the smoothed probabilities for being in

the high monetary policy response regime.
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Figure 9. Smoothed state probabilities (ending in 2008Q4)
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Note: The top row presents the smoothed probabilities for being in the high macroeconomic

volatility regime. The second row presents the smoothed probabilities for being in the high

oil price volatility regime. The bottom row presents the smoothed probabilities for being in

the high monetary policy response regime.
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