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Abstract

“Leaning against the wind” (of asset prices and credit booms) (LAW), that is, a somewhat
tighter monetary policy and a higher policy interest rate, has costs in terms of a weaker econ-
omy with higher unemployment and lower inflation. It has been justified by possible benefits in
terms of a lower probability and smaller magnitude of a future financial crisis. A worse macro
outcome in the near future is then considered to be an acceptable cost to be traded off against
a better expected macro outcome further into the future. But a crisis can come any time, and
the cost of a crisis is higher if initially the economy is weaker due to previous leaning against
the wind. LAW thus has an additional cost in the form of a higher cost of a crisis when a crisis
occurs. With this additional cost, for existing empirical estimates, the costs of LAW exceed
by a substantial margin the possible benefits from a lower probability of a crisis. Furthermore,
empirically a lower probability of a crisis is associated with lower real debt growth. But if
monetary policy is neutral in the long run, it cannot affect real debt in the long run. Then, if
a higher policy rate would result in lower debt growth and a lower probability of a crisis for
a few years, this is followed by higher debt growth and a higher probability of a crisis in the
future. This implies that the cumulated benefits over time of LAW are close to zero. But even
if monetary policy is assumed to be non-neutral and permanently affect real debt, empirically
the benefits are still less than the costs. Finally, perhaps somewhat surprisingly, less effective
macroprudential policy, with resulting larger probability, magnitude, or duration of a crisis, can
be shown to increase the costs of LAW more than the benefits, thus further strengthening the
strong case against LAW. More generally, a credit boom that implies a higher probability or
larger magnitude of a crisis makes the case against LAW stronger.
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1 Introduction

By “leaning against the wind” (of asset prices and credit booms) I here mean a monetary policy with

a somewhat higher policy interest rate than what is justified by just stabilizing inflation around an

inflation target and unemployment around its estimated long-run sustainable rate without taking

any effects on financial stability into account. Leaning against the wind has obvious costs in terms

of a weaker economy with higher unemployment and lower inflation. It has been justified as a

way of reducing the probability and magnitude of a future financial crisis (Bank for International

Settlements (2014, 2016), Olsen (2015), Sveriges Riksbank (2013)). A somewhat worse macro

outcome in the near future is then considered to be an acceptable cost to be traded off against a

better expected macro outcome further into the future. But a crisis can come any time, and the

cost of a crisis is higher if initially the economy is weaker. If the unemployment rate is higher

when a crisis occurs, the unemployment rate during the crisis will be higher, which increases the

cost of a crisis. Leaning against the wind thus not only has cost in terms of a weaker economy if

no crisis occurs; it has an additional cost in terms of a higher cost of a crisis if a crisis occurs.

The present paper shows that, with this additional cost of leaning against the wind, for existing

empirical estimates, the cost of leaning against the wind can be shown to exceed, by a substantial

margin, the benefit from a lower probability of a crisis.

Furthermore, empirically the channel through which a higher policy rate might reduce the

probability of a crisis is through lower real debt growth. According to existing empirical estimates,

the probability of a crisis is positively correlated with the growth rate of real debt during the

previous few years (Schularick and Taylor (2012)). If a higher policy rate reduces real debt growth,

it might therefore reduce the probability of a crisis. However, there are three important limitations

of this channel.

First, if monetary policy is neutral in the long run, it cannot affect real debt in the long run.

Therefore, even if a higher policy rate would reduce real debt growth and thereby the probability

of a crisis for a few years, if there is no permanent effect on the real debt level, a lower real debt

growth and probability of a crisis will be followed by a higher debt growth and probability, and the

average and cumulated debt growth and probability would not be affected over a longer period.

The probability of a crisis would just be shifted between different periods.

Second, as discussed in Svensson (2013a), the effect on real debt of a higher policy rate is likely

to be small and could be of either sign. The stock of nominal debt, in particular the stock of
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mortgages, has considerable inertia. A higher interest rate may reduce the growth rate of housing

prices and, at given loan-to-value ratios, reduce the growth rate of new mortgages. But only a

fraction of the stock of mortgages is turned over each year. Furthermore, even if a higher policy

rate slows down the rate of growth of nominal mortgages, it also slows down the rate of growth of

the price level. Thus, both the numerator and the denominator of real debt are affected in the same

direction by the policy rate, making the effect on the ratio smaller. And if the price level is affected

more or quicker than the stock of debt, real debt will rise rather than fall. Indeed, the “stock” effect

may dominate over the “flow” effect for several years or longer. The effect on the debt-to-GDP

ratio of a higher policy rate is even more likely to be small or of the opposite sign, because then

not only the price level but also real GDP enter in the denominator, and the growth of both are

slowed down by a higher policy rate. Several recent papers have indeed found empirical evidence

supporting the notion that a higher policy-rate increases rather than decreases the debt-to-GDP

ratio (Alpanda and Zubairy (2014), Gelain, Lansing, and Natvik (2015), and Robstad (2014)).

Third, the empirical relation between previous real debt growth and the probability of a crisis

is of course a reduced-form and correlation result. The underlying determinants of the probability

of a financial crisis are the nature and magnitude of the shocks to the financial system and the

resilience of the system. The former depend on, among other things, possible overvaluation and

riskiness of assets. The latter depends on such things as the strength of balance sheets and thereby

the resilience of borrowers and lenders, the quality of assets, the amount of loss-absorbing capital,

the degree of liquidity and of maturity transformation, the quality of lending standards, the debt-

servicing capacity of borrowers, the amount of risk-taking and speculation, and so on. The extent

to which higher real debt growth increases the probability of a crisis depends on to what extent it

is “bad” credit growth that is related to things such as an increase in credit supply due to lower

lending standards and excessive loan-to-value ratios, or to speculation, overvaluation of assets,

and so on, rather than “good” credit growth related to financial deepening and developments that

does not weaken but rather strengthens the financial system. With better data on the underlying

determinants of the nature and magnitude of shocks and the resilience of the system, it should be

possible to assess the probability of a crisis without relying on aggregate real debt growth. Given

the list of underlying determinants of the probability of a crisis, it is also rather clear that the

policy rate is unlikely to have any systematic impact on most or any of them, and that micro- and

macroprudential policy is much more likely to have such an impact.1

1 International Monetary Fund (2015) discusses the transmission channels from the policy rate to the probability
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In this paper, I will take into account the first limitation, the implication of long-run neutrality

of monetary policy, but I will also consider the result of non-neutrality and possible permanent

effects on real debt of monetary policy. As for the second and third limitations, I will simply take

existing empirical estimates as given, in particular those of the Riksbank in Ekholm (2013) and

Sveriges Riksbank (2014a) and of Schularick and Taylor (2012), to see what follows from them.

Thus, I arguably stack the cards somewhat in favor of leaning against the wind.2

The existing small literature that has tried to quantify the costs and benefits of leaning against

the wind has mainly considered a two-period setup where a higher policy rate has a cost in terms of

higher unemployment in the first period and a benefit in terms of a lower probability of a crisis in

the second period (Kocherlakota (2014), Svensson (2014, 2015), Ajello, Laubach, Lopez-Salido, and

Nakata (2015), and International Monetary Fund (2015)).3 By assumption there is no possibility

of a crisis in the first period, and by assumption a crisis in the second period would start from an

initial situation when unemployment equals its long-run sustainable rate and the unemployment

gap thus is zero.

This two-period framework is an over-simplification. By disregarding the possibility of a crisis in

the first period and by assuming that a crisis in the second period occurs when the unemployment

gap initially is zero, it disregards that a crisis could come any time and that leaning against the

wind increases the cost of a crisis by causing it to start from a higher unemployment rate. Thus

it understates the cost of leaning against the wind. Furthermore, by assuming that there is only

of a crisis and documents its complexity, uncertainty of direction, and variation over time. Dagher, Dell’Ariccia,
Laeven, Ratnovski, and Tong (2016) shows that more but still relatively moderate bank capital relative to risk-
weighted assets would likely have had a dramatic effect in reducing the frequency of banking crises in the advanced
countries since 1970. Korinek and Simsek (2016) show that macroprudential policies can be quite effective in dealing
with excess household debt and that interest-rate policies are likely to be inferior to macroprudential policies in
dealing with excess household debt.

2 Another possible benefit of a higher policy rate might be a smaller increase in the unemployment rate in a crisis.
According to the empirical results of Flodén (2014), for OECD countries, a higher household debt-to-income ratio
before the recent financial crisis is associated with a somewhat lower increase in unemployment during the crisis. If
a higher policy rate reduces the debt-to-income or debt-to-GDP ratios, a higher policy rate might this way reduce
the cost of the crisis. However, according to Flodén (2014), the impact of the initial debt-to-income rate on the crisis
increase in the unemployment rate is very small (and not significant for the OECD countries for which housing prices
fell during the crisis). Furthermore, as noted, the effect of the policy rate on the debt-to-income ratio is apparently
quite small, often not statistically significant from zero, and, according to both theoretical and empirical analysis, a
higher policy rate probably increases rather than decreases the debt-to-GDP ratio. This means that there is hardly
theoretical or empirical support for the idea that this channel would provide any benefit from leaning against the
wind. Nevertheless, the empirical importance of this possible channel is examined in appendix D.

As noted there, the estimate of Krishnamurthy and Muir (2016, table 4) of the effect of previous credit growth on
the decline of GDP from peak to trough is also very small and, with an Okun coefficient of 2, similar to Flodén’s
estimate. Also, it is shown that the estimate that follows from Jorda, Schularick, and Taylor (2013, tables 3 and 8)
is, with an Okun coefficient of 2, also very small and about twice that of Flodén’s.

Clouse (2013) provides a theoretical analysis of optimal policy in a two-period model where the policy rate affects
the magnitude of a possible crisis.

3 Leaning against the wind has been discussed in more general terms by, for instance, Bernanke (2015), Evans
(2014), International Monetary Fund (2015), Laséen, Pescatori, and Turunen (2015), Smets (2013), Stein (2013,
2014), Svensson (2013b), Williams (2015), Woodford (2012), and Yellen (2014).
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one period for which the probability of a crisis can be affected, it disregards the consequences of

the long-run neutrality of monetary policy and the resulting property that then the probability

of a crisis is shifted between periods but the sum of the probabilities remains the same. Thus it

overstates the benefit of leaning against the wind.

Given these simplifications of the two-period model, Svensson (2014, 2015) and International

Monetary Fund (2015) nevertheless show that, given existing empirical estimates and reasonable

assumptions, the cost of a higher unemployment rate the next few years because of a higher policy

rate is many times larger than the benefit of leaning against the wind in terms of an expected lower

future unemployment rate due to a lower probability of a crisis. Ajello, Laubach, Lopez-Salido, and

Nakata (2015) furthermore shows that a tiny amount of leaning against the wind may be justified,

corresponding to a few basis points increase in the policy rate, but that extreme assumptions are

needed to justify more significant leaning against the wind. In particular, the net benefit of such a

tiny amount of leaning against the wind is completely insignificant.4

An exception to this two-period framework is the dynamic approach and analysis of Diaz Kalan,

Laséen, Vestin, and Zdzienicka (2015) in a quarterly model, where the probability of a crisis varies

over quarters and the cost and benefit of leaning against the wind are cumulated over time. The

present paper follows that approach and uses a multi-period quarterly model.

The preliminary results of Diaz Kalan, Laséen, Vestin, and Zdzienicka (2015), summarized

in International Monetary Fund (2015, box 7, p. 41), indicate that the cost dominates over the

benefit during the first few years but that the cost is about equal to the benefit over a longer

period. However, the loss in a crisis is still assumed to be fixed and independent of the initial state

of the economy. It is as if a crisis is assumed to result in a 5 percent unemployment gap regardless

of whether the initial unemployment gap is zero or 3 percent. Furthermore, it is assumed that

monetary policy has a permanent effect on real debt and thus is non-neutral in the long run. If the

cost of a crisis depends on the initial state of the economy or if monetary policy is neutral in the

long run, the cost would exceed the benefit.

The new elements in the present paper are (i) to take into account that the cost of a crisis (the

loss increase in a crisis) depends in the initial state of the economy, which in turn depends on the

amount of leaning against the wind that has preceded the crisis, (ii) to derive the effect on the

policy rate on the probability of a crisis, taking into account that this probability depends both on

the probability of a crisis start and the duration of a crisis, (iii) to derive the expected marginal

4 The early and innovative contribution of Kocherlakota (2014), expressing the value of reducing the probability
of a crisis to zero in terms of an unemployment-gap equivalent, is discussed in appendix E.
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cost and marginal benefit of leaning against the wind, in order to assess whether leaning against or

with the wind is justified, (iv) to take into account and assess the role of monetary neutrality, (v) to

assess whether more or less effective macroprudential policy affects the case for leaning against the

wind, in the context of examining how a higher probability or larger magnitude of a crisis affects

the marginal cost and benefit of leaning against the wind. The last element thus challenges the

common argument that leaning against the wind is justified as a last resort, if macroprudential

policy is ineffective.5

The main result of this paper is then that the cost of leaning against the wind, for existing

empirical estimates, exceeds the benefit by a substantial margin. If anything, a positive probability

of a crisis implies an optimal policy that involves a small leaning with the wind rather than against.

This result is quite robust and holds for a variety of alternative assumptions, including if monetary

policy is non-neutral and has a long-run effect on real debt. Furthermore, somewhat surprisingly, a

less effective macroprudential policy is likely to increase the cost of leaning against the wind more

than the benefit, thus strengthening the case against leaning against leaning against the wind.

Why is the cost of leaning against the wind normally so much larger than the benefit? We

can understand this by representing a crisis by a fixed increase in the unemployment rate from its

non-crisis level and, in particular, by preliminarily assuming that the probability of a future crisis is

given and not affected by the policy rate. With a given positive probability of a crisis, the expected

unemployment gap (taking into account the probability of a crisis increase in the unemployment

rate) is larger than the non-crisis unemployment gap. If the future non-crisis unemployment gap is

zero, the expected future unemployment gap is positive. The optimal policy, the policy that mini-

mizes the expected future squared unemployment gap, is to set the expected future unemployment

gap equal to zero. This requires the future non-crisis unemployment gap to be somewhat negative,

more precisely such that the probability-weighted future negative non-crisis unemployment gap in

absolute value equals the probability-weighted future positive crisis unemployment gap.

Thus, if the probability of a crisis is given, the optimal policy is actually to lower the policy rate

and lean with the wind. There is thus an initial incentive to lean with the wind. If the probability

of crisis is not given but depends on and decreases with a higher policy rate, there is an incentive

to increase the policy rate from its lower level and thereby reduce the probability of a crisis. For

the incentive to increase the policy rate to dominate over the initial incentive to lower the policy

rate, so the net incentive is to lean against the wind, the effect of the policy rate on the probability

5 This common argument is challenged by Williams (2015): “[M]onetary policy is poorly suited for dealing with
financial stability concerns, even as a last resort.”
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of a crisis must be sufficiently large. However, for existing empirical estimates, the effect is much

too small, so the net incentive is a small leaning with the wind.

Why would a less effective macroprudential policy increase the cost of leaning against the wind

more than the benefit? The incentive to lean with the wind is stronger if the probability of a

crisis is higher. With a higher probability of a crisis, everything else equal the expected future

unemployment gap is larger. In order to make it zero, the non-crisis unemployment gap must

become more negative and the policy rate has to be lowered more. This is also the case if a crisis

is deeper and involves a larger increase in the unemployment rate.

Therefore, if a less effective macroprudential policy, for instance by resulting in a credit boom,

leads to a higher probability of a crisis or a deeper crisis, the less effective macroprudential policy

actually strengthens the case against leaning against the wind, counter to the common view that

less effective macroprudential policy strengthens the case for leaning against the wind. Even if

a credit boom and higher probability of a crisis might increase the effect of credit growth and

the policy rate on the probability of a crisis, empirically the increase in the effect is too small to

significantly increase the benefit of leaning against the wind.

After this paper was first distributed in January 2016, the BIS Annual Report (Bank for In-

ternational Settlements (2016, Box IV.B, pp. 76–77)) has provided some criticism of it. The main

criticism seems to be that the paper would (1) rely on credit growth rather than a “financial cycle”

as a predictor of crisis, (2) assume that the magnitude of a crisis is exogenous and independent of

the policy rate, (3) just discuss a one-off policy-rate increase instead of a systematic and optimal

policy of leaning against the wind. Furthermore, as also suggested in Juselius, Borio, Disyatat,

and Drehmann (2016, p. 3), such a policy-rate increase would (4) involve “[r]esponding to financial

stability risks only when they become evident would inevitably lead to doing too little too late, as

it would ignore the cumulative impact of policy over the whole financial cycle.”

Regarding criticism (1), I use real credit growth only because the results of Schularick and Taylor

(2012) and those from a dataset used in International Monetary Fund (2015) provide empirical

support for real credit growth predicting a crisis. But there is no principle difference between using

credit growth and a “financial cycle.” The crucial issue is (a) what the best predictor of future

crises is and (b) what the impact of the policy rate on that predictor is. This is an empirical issue.

Given any empirical estimates of the impact of a financial cycle on the probability of a crisis and

the impact of the policy rate on the financial cycle, my analysis can easily be redone using those.

In this context, one may note that the impact of the policy rate on a financial cycle is likely to be

6



small and of uncertain sign. The credit-to-GDP ratio is an important component of a financial cycle

(Drehmann, Borio, and Tsatsoranis (2012)). As noted above, the policy-rate effect on the credit-

to-GDP ratio may be to increase rather than decrease the ratio, because a policy-rate increase may

slow down the growth of nominal GDP more and quicker than it slows down credit growth.

Regarding criticism (2), a possibly endogenous magnitude of the crisis is not at all disregarded

in the paper but is actually, as mentioned in footnote 2, examined in some detail in appendix D.

Empirically, the impact of the policy rate on the magnitude is too small to affect the results.

Regarding criticism (3), the paper actually also examines optimal policy, not only a one-off

policy tightening. For the empirical estimates used, the optimal policy involves a small amount of

leaning with the wind, not against. Quantitatively, the optimal amount of leaning with the wind

and the corresponding reduction in loss is so small that it is hardly worth bothering about.6

Regarding criticism (4), that the policy-rate increase that I consider would imply responding

too late and would ignore the cumulative impact of the policy, the fact is that the cumulative effect

of the policy rate on the probability and magnitude of a of crisis is taken into account, over a

horizon as long as 10 years, beyond which the impact is so small that it can safely be disregarded.

In summary, the criticism presented in Bank for International Settlements (2016) is apparently

off the mark.

The paper is outlined as follows: Section 2 examines the effect of leaning against the wind on

the expected future unemployment rate, taking the possibility of a crisis into account. This is a

generalization of the previous two-period analysis in Svensson (2014, 2015). Section 3 examines

the effect of leaning against the wind on expected future quadratic losses, demonstrates the im-

portance of the assumption that the cost of a crisis is larger when the economy is weaker, and

contrasts with the case when the loss level in a crisis is fixed and independent of the state of the

economy. Section 4 derives the corresponding marginal cost and benefit of leaning against the

wind, to assess whether the optimal policy is to lean against or with the wind. The sensitivity of

the results to the initial state of the economy, to the magnitude of the policy-rate effect on the

expected non-crisis unemployment rate, and to the probability of a crisis is also reported. Section 5

examines the common argument that leaning against the wind is justified if there is a less effective

macroprudential policy. Section 6 provides additional sensitivity analysis by examining whether

6 In particular, Bank for International Settlements (2016, Box IV.B, pp. 76–77) refers to Filardo and
Rungcharoenkitkul (2016) providing a quantitative case for leaning against the wind. However, as discussed in
Svensson (2016), that paper seems to get other results than mine not because it relies on an assumption of a financial
cycle but because it assumes a different loss function, namely that the cost of a crisis (the loss increase when a crisis
occurs) is constant and independent of the state of the economy, in contrast to my arguably more realistic assumption
that the cost of a crisis is higher if initially the economy is weaker.
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monetary non-neutrality with a permanent effect on real debt changes the results. Sections 2–6

uses estimates from Schularick and Taylor (2012) of the effect of real debt growth on the probability

of crisis with data for 14 countries for 1870–2008. Section 7 shows that recent IMF staff estimates

in International Monetary Fund (2015) with the Laeven and Valencia (2012) data for 35 advanced

countries for 1970-2012 give similar results. Section 8 summarizes the conclusions. Appendices A-K

provide further details, sensitivity analysis, and extensions. In particular, appendix D examines

the policy-rate effect on the magnitude of a crisis and appendix K examines and rejects the Bank

for International Settlements (2016) criticism in some detail.

2 The effect on expected future unemployment of leaning against

the wind

This section examines the effect of leaning against the wind, that is, a somewhat higher policy

rate, on the expected future unemployment rate in an economy, taking the possibility of a crisis

into account. This is in line with the approach in Svensson (2014, 2015), but extends it from a

two-period framework to a multi-period quarterly framework.

Let ut denote the unemployment rate in quarter t. Assume that, in each quarter t, there are two

possible states in the economy, non-crisis and crisis. In a crisis, the unemployment rate is higher by

a fixed magnitude, the crisis increase in the unemployment rate, ∆u > 0.7 This crisis increase in

the unemployment rate should more generally be interpreted as the unemployment increase after

possible policy actions, including policy-rate cuts after the crisis has occurred, to moderate the

cost of the crisis.8 Let un
t and uc

t denote the quarter-t non-crisis and crisis unemployment rates,

respectively. They then satisfy

uc
t = un

t + ∆u > un
t . (2.1)

Let qt denote the probability of a crisis starting in (the beginning of) quarter t, meaning that the

unemployment rate increases by ∆u and equals the crisis unemployment rate, uc
t , during quarter

t. Assume that a crisis has a fixed duration of n quarters, so if a crisis starts in (the beginning

of) quarter t it ends in (the beginning of) quarter t + n. Thus, if a crisis starts in quarter t, the

unemployment rate equals the crisis unemployment rate for the n quarters t, t+ 1, ..., t+ n− 1.

7 For simplicity, the crisis increase in the unemployment rate is taken to be deterministic. As shown in appendix
G, the analysis can easily be generalized to include the case where the crisis increase is random with a fixed mean,
∆u, and a fixed variance, σ2

∆u, but this would not affect the results.
8 If a crisis occurs in quarter t, the increase ∆u in the unemployment rate will in reality not occur within the

quarter but over the next few quarters. For simplicity, the increase is nevertheless assumed to occur within the
quarter.
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Let pt denote the probability of the economy being in a crisis in quarter t. If a crisis lasts n

quarters, the probability of being in a crisis (approximately) equals the probability that a crisis

started in any of the last n quarters, including the current quarter t, that is, in any of the quarters

t− n+ 1, t− n+ 2, ..., t. Then the probability of a being in a crisis in quarter t satisfies

pt =

n−1∑
τ=0

qt−τ . (2.2)

In the rest of the paper, I will refer to pt as the probability of a crisis in quarter t and to qt as the

probability of a crisis start in quarter t.9

It follows that the quarter-t unemployment rate, ut, will equal the non-crisis unemployment rate,

un
t , with probability 1−pt and the crisis unemployment rate with probability pt. The unemployment

rate in quarter t ≥ 1 that is expected in quarter 1, the expected unemployment rate, is then given

by

E1ut = (1− pt)E1u
n
t + ptE1u

c
t = (1− pt)E1u

n
t + pt(E1u

n
t + ∆u) = E1u

n
t + pt∆u, (2.3)

where E1 denotes the expectations held in quarter 1. The expected future unemployment rate equals

the expected non-crisis unemployment rate, E1u
n
t , plus the increase in the expected unemployment

rate due to the possibility of a crisis, pt∆u, the crisis increase in the expected unemployment rate.

What is then the effect of a higher policy rate on the expected future unemployment rates? Let

i1 denote a constant policy rate during quarters 1–4, so the policy rate in quarter t, it, satisfies

it = i1 for 1 ≤ t ≤ 4. Consider the effect on the expected future unemployment rate of increasing

the policy rate during quarters 1–4. By (2.3), it is given by the derivative

dE1ut

di1
=
dE1u

n
t

di1
+ ∆u

dpt

di1
. (2.4)

It consists of the effect on the expected non-crisis unemployment rate, dE1u
n
t /di1, and the effect on

the crisis increase in the expected unemployment rate, ∆u dpt/di1.10 Let us examine these in turn.

2.1 The effect of the policy rate on the expected non-crisis unemployment rate

The effect on the policy rate on the expected non-crisis unemployment rate is just the standard

impulse response of the unemployment rate to an increase in the policy rate. As an example and

9 I am grateful to Stefan Laséen and David Vestin for alerting me to the fact that equation (2.2) is a linear
approximation to the probability of a crisis. A more thorough treatment is to model the dynamics of the probability of
a crisis as a Markov process, as discussed in appendix A. For the parameter range used here, the linear approximation
slightly exaggerates the probability of a crisis but simplifies the derivation of the effect of the policy rate on the
probability of a crisis.

10 Here I am abstracting from the possible effect of the policy rate on the crisis increase in the unemployment
rate, d∆u/dit. It is examined separately in appendix D, where it is shown that the effect can be of either sign but is
so very small that it can be disregarded.
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Figure 2.1: The effect on the expected non-crisis unemployment rate of a 1 percentage point higher

policy rate during quarters 1–4; deviations from baseline. (Source: Sveriges Riksbank.)

benchmark, I use the impulse response in the Riksbank’s main model, the DSGE model Ramses,

shown in Figure 2.1.11 The grey line shows an increase in the policy rate of 1 percentage point

during quarters 1–4 (∆i1 = 1 percentage point) and then a return to the baseline level. The red line

shows the corresponding deviation of the unemployment rate from the baseline level (∆E1u
n
t ). The

unemployment rate increases above the baseline level to about 0.5 percentage point in quarter 6 and

then slowly falls back towards the baseline level. Under the assumption of approximate linearity,

I can take this effect on the expected future non-crisis unemployment rates as the derivative with

respect to the policy rate i1 of the expected future non-crisis unemployment rate,

dE1u
n
t

di1
=

∆E1u
n
t

∆i1
= ∆E1u

n
t for t ≥ 1, (2.5)

where ∆E1u
n
t is given by figure 2.1.

Thus, we have determined the first term in (2.4). It remains to determine the second term, that

is, the product of the crisis increase in the unemployment rate and the effect on the probability

of a crisis of the policy rate. As a benchmark crisis increase in the unemployment rate, I will use

the same assumption as in a crisis scenario discussed in Sveriges Riksbank (2013), that the crisis

increase in the unemployment rate is 5 percentage points (∆u = 5 percentage points).12 It remains

to determine dpt/di1, the effect of the policy rate on the probability of a crisis in quarter t ≥ 1.

11 The figure shows the impulse response in Ramses of the unemployment rate that was reported by Riksbank
deputy governor Karolina Ekholm in Ekholm (2013). It is the same response as the one reported to alternative
policy-rate paths for quarters 1–12 in Sveriges Riksbank (2014b).

12 Schularick and Taylor (2012, table 2) report that, in the aftermath of postwar financial crises, output dropped
a cumulative 7.9 percent five years after the crisis start relative to trend growth in noncrisis years.
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2.2 The effect of the policy rate on the probability of a crisis

In order to determine the effect of the policy rate on the probability of a crisis, pt, I will use that

the probability of a crisis depends on the probability of a crisis start, qt, in the n quarters before

and including quarter t according to (2.2), that the probability of a crisis start may depend on real

debt growth, and that real debt growth may depend on the policy rate.

2.2.1 The effect of real debt growth on the probability of a crisis start

According to Schularick and Taylor (2012), the probability of a crisis start depends on the growth

rate of real debt during the previous few years. Schularick and Taylor use annual data for 14

developed countries for 1870–2008 and estimate the annual probability of a crisis as a function of

annual debt growth lagged 1–5 years. I use their estimates of the coefficients in their main logit

regression, Schularick and Taylor (2012, table 3, specification 5) , in a quarterly variant of their

equation,

qt =
1

4

exp(Xt)

1 + exp(Xt)
,

where

Xt = − 3.89− 0.398
(2.110)

gt−4 + 7.138∗∗∗
(2.631)

gt−8 + 0.888
(2.948)

gt−12 + 0.203
(1.378)

gt−16 + 1.867
(1.640)

gt−20, (2.6)

numbers within parenthesis are robust standard errors,13

gt ≡ (
∑3

τ=0
dt−τ/4)/(

∑3

τ=0
dt−4−τ/4)− 1, (2.7)

and dt is the level of real debt in quarter t.14 That is, gt is the annual growth rate of the average

annual real debt level. Schularick and Taylor (2012, p. 1046) report a marginal effect on the annual

probability of a crisis start over all lags equal to 0.30, implying the summary result that 5 percent

lower real debt in 5 years reduces the probability of a crisis by about 0.3 percentage point per year.

That is, it reduces the quarterly probability qt by 7.5 basis points.15 16

13 One, two, and three stars denote significance at the 10, 5, and 1 percent level, respectively. The five lags are
jointly significant at the 1 percent level.

14 More precisely, what I call real debt is in Schularick and Taylor (2012) total bank loans, defined as the end-of-
year amount of outstanding domestic currency lending by domestic banks to domestic households and nonfinancial
corporations (excluding lending within the financial system).

15 The linear regression in Schularick and Taylor (2012, table 3, specification 1) implies a corresponding somewhat
higher marginal effect of 0.4. This explains the summary result that I have used in Svensson (2014, 2015): 5 percent
lower real debt in 5 years reduces the annual probability of a crisis start by about 0.4 percentage point. In figure
2.2, real debt decreases by 0.25 percent in 5 years. Then the summary result implies that the annual probability
of a crisis decreases by about 0.25 · 0.4/5 = 0.02 percentage point, which is the summary result that I have used in
Svensson (2014, 2015).

16 A full 1 percentage point reduction of the annual real debt growth for 5 years actually reduces the annual
probability of a crisis start by 0.288 percentage points rather than 0.30 percentage point, because of the curvature
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However, we notice that the coefficients in (2.6) are not uniform, so the summary result strictly

only applies for uniform annual real debt growth during 5 years. If real debt growth fluctuates,

the dynamics of the probability of a crisis start is more complicated, as in the dynamic approach

of Diaz Kalan, Laséen, Vestin, and Zdzienicka (2015). In particular, we see that annual real debt

growth lagged 2 years, gt−8, has by far the largest coefficient in (2.6). Thus, annual real growth

lagged two years is the major determinant of the probability of a crisis start.17

2.2.2 The effect of the policy rate on real debt, real debt growth, the probability of

a crisis start, and the probability of a crisis

Given the effect on the probability of crisis start of real debt growth in (2.6), it remains to determine

the effect of the policy rate on real debt growth.

As an example and benchmark, I use the Sveriges Riksbank (2014a) estimate of the effect on

the level of real household debt, dt, of a 1 percentage point higher policy rate during 4 quarters,

shown as the red line in figure 2.2.18 Real debt falls relative to the baseline level by 1 percentage

in two years and then rises back and reaches the baseline level again in about 8 years.19 Because

monetary policy is neutral, there is no long-run effect on real debt.

We can interpret the red line as showing the derivative of real debt dt with respect to the policy

rate i1, d(dt)/di1 for t ≥ 1, where furthermore d(dt)/di1 ≈ 0 for t ≥ 32.

The yellow line in figure 2.2, shows the resulting effect on real debt growth gt, the annual growth

rate of the average annual real debt level defined by (2.7). Because the real debt level first falls

and then rises back to the baseline level, real debt growth will first fall below the baseline growth

rate and then rise above the baseline growth rate. Thus, lower real debt growth rates are followed

by higher real debt growth rates. Importantly, because there is no effect of the policy rate on real

debt in the longer run, there is no effect on the average growth rate over a longer period.

of the logistic function. A smaller reduction of the real debt growth of 0.1 percentage point per year reduces the
probability of crisis start by 0.03 percentage point per year, corresponding to the marginal effect equal to 0.30.

Given the sum of the coefficients in (2.6), 9.698, the marginal effect of 0.30 is consistent with a probability of a
crisis start equal to 3.2 percent per year, that is, 0.8 percent per quarter.

The constant in (2.6), − 3.89, is chosen so as to be consistent with this probability and a steady real debt growth
rate of 5 percent per year. See appendix B for details.

17 Schularick and Taylor (2012, table 7, specification 22) reports the result of a model specification that adds debt
to GDP as an explanatory variable. The coefficient is significantly different from zero, but as discussed in detail in
appendix H, it is so small that it has a very small impact on the probability of a crisis start and the probability of a
crisis. I therefore disregard that effect here.

18 The Schularick and Taylor (2012) estimates refer loans to both households and nonfinancial corporations,
whereas the estimates in Sveriges Riksbank (2014a) refer to loans to households only. I assume that this difference
does not affect the conclusions.

19 As discussed in Svensson (2014, 2015), there is a wide 90 percent probability band around the red line, and the
effect is not significantly different from zero and could be of either sign.
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Figure 2.2: The effect on real debt, the average annual real debt growth, the probability of a crisis

start in quarter, and the probability of being in a crisis in quarter of a 1 percentage point higher

policy rate during quarters 1–4; deviations from baseline. (Source: Schularick and Taylor (2012),

Sveriges Riksbank, and own calculations.)

We can interpret the yellow line as showing the derivative of the annual real debt growth gt

with respect to the policy rate i1, dgt/di1 for t ≥ 1, where furthermore

∑40

t=1

dgt

di1
≈ 0.

The blue line in figure 2.2 shows the resulting dynamics of the probability of a crisis start

for each quarter, qt, that follows from (2.6). Because annual real debt growth lagged two years

is the main determinant of the probability of a crisis start and the annual real debt growth falls

below the baseline and has a negative peak (of about − 0.8 percentage point per year) in quarter

6, the probability of a crisis will fall below the baseline and have a negative peak (at − 0.04

percentage point) about two years later, in quarters 14 and 15. Furthermore, annual real debt

growth rises above the baseline in quarter 12, which causes the probability of a crisis start to rise

above the baseline and have a positive peak (of 0.013 percentage point, barely visible) about 2

years later. Thus, these results imply that an increase in the policy rate actually, after about five

years, increases the probability of a crisis start above the baseline. The increase in the policy rate

shifts the probability of a crisis start between quarters, first reducing it and then increasing it. But

importantly, because the average effect over time on real debt growth is zero, the average effect

over time on the probability of a crisis start is also zero.
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We can hence interpret the blue line as showing the derivative dqt/di1 for t ≥ 1, with

∑40

t=1

dqt

di1
≈ 0.

The green line in figure 2.2 shows the dynamics of the probability of a crisis, pt. According to

(2.2), that probability depends on the sum of all the probabilities of a crisis start, qt, during the

last n quarters, the duration of a crisis. I assume that the benchmark duration of a crisis is n = 8

quarters, so that a crisis implies that the unemployment rate is 5 percentage points higher during

the 8 quarters, corresponding to 10 point-years of higher unemployment. Thus, the green line shows

an 8-quarter moving sum of the blue line. It has a negative peak of about − 0.23 percentage point

in quarter 18 and then rises back to zero and turns positive from quarter 25. It is still positive in

quarter 40 but will eventually fall to zero.20

The green line can be interpreted as showing the derivative of the probability of a crisis with

respect to the policy rate, dpt/di1 for t ≥ 1. Furthermore,

∑40

t=1

dpt

di1
≈ 0. (2.8)

Thus, the higher policy rate reduces the probability somewhat after 3 years and increases it

after 6 years, but without any cumulated and average effect over the 40 quarters.

2.3 The effect of the policy rate on the expected future unemployment rate

Given the effect of the policy rate on the probability of a crisis dpt/di1 from figure 2.2, the assump-

tion that the crisis increase in the unemployment rate ∆u is 5 percentage points from Sveriges

Riksbank (2013), and the effect of the policy rate on the non-crisis expected unemployment rate

dE1u
n
t /di1 from figure 2.1, we can compute the effect of the policy rate on the expected unemploy-

ment rate dE1ut/di1 according to (2.4). It is shown in figure 2.3.

The red line shows the effect on the expected non-crisis unemployment rate, the same line as in

figure 2.1. The blue line shows the effect on the expected unemployment rate. It hardly differs from

the effect on the non-crisis unemployment rate. The reason is that the effect on the crisis increase in

the expected unemployment rate, ∆u dpt/di1, is very small compared to the effect on the expected

non-crisis unemployment rate. It is shown as the green line, in basis points, measured along the

right vertical axis. As we have noticed in figure 2.2, the largest effect on the probability occurs

20 Note that the Schularick and Taylor estimates in (2.6) have a relatively large coefficient (although not significant)
on the annual real growth rate lagged 5 years, meaning that the probability of a crisis start and the probability of a
crisis are still affected by the higher real debt growth 5-6 years earlier.
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Figure 2.3: The effect on the expected unemployment rate and the expected non-crisis unemploy-

ment rate of a 1 percentage point higher policy rate during quarters 1–4; deviations from baseline.

(Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

in quarter 18, when dp18/di1 is − 0.23 percentage points. This means that the term ∆u dpt/di1 =

− 0.0023 ·5 = − 0.0116 percentage point = − 1.16 basis points, is quite small compared to the effect

on the expected non-crisis unemployment rate in quarter 18, dE1u
n
18/di1 = 0.16 percentage point

= 16 basis points. And from quarter 25 the effect of the policy rate on the probability of a crisis

continues to be very small, but positive.

Furthermore, because the cumulated and average effect on the probability of a crisis over the

40 quarters is approximately zero, the cumulated effect on the expected unemployment rate is

approximately equal to the effect on the expected non-crisis unemployment rate,

∑40

t=1

dE1ut

di1
=

∑40

t=1

dE1u
n
t

di1
+ ∆u

∑40

t=1

dpt

di1
≈

∑40

t=1

dE1u
n
t

di1
.

In figure 2.3, the cumulated effect on the expected non-crisis unemployment rate is 6.9 point-

quarters, whereas the cumulated effect on the expected crisis increase in the unemployment rate is

only − 0.03 point-quarters. The area under the red and the blue curves are approximately equal

for a horizon of 40 quarters.

In summary, the effect of the policy rate on the expected future unemployment rate is the sum

of the effect on the expected non-crisis unemployment rate and the effect on the crisis increase in

the expected unemployment rate, the product of the probability of a crisis and the crisis increase

in the unemployment rate. The latter effect is very small, because a higher policy rate has only
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a small decreasing effect on the probability of a crisis for a few years. Furthermore, after a few

years the effect is a small increase. Because, by the long-run neutrality of monetary policy, the

cumulated effect on the probability of a crisis is approximately zero, there is no cumulated effect

of the policy rate on expected crisis increase in the unemployment rate.21

According to these results, it is simply not true that a higher unemployment rate in the near

future can be traded for a lower expected unemployment rate further into the future. Instead,

leaning against the wind increases the expected unemployment rate both in the near future and

further into the future.

3 The effect on expected future quadratic losses of leaning against

the wind

In order to assess whether leaning against the wind is justified or not, it is not sufficient to only look

at the expected future unemployment rate. The marginal welfare loss from a higher unemployment

rate is larger the more the initial unemployment rate exceeds its desirable level, something that is

captured by a quadratic loss function. In this section I therefore examine whether or not leaning

against the wind is justified when gains and losses are measured by a quadratic loss function. For

simplicity, the quadratic loss function has only unemployment as an argument, instead of both

inflation and unemployment. However, such a simple loss function can be seen as an indirect loss

function resulting from the minimization of a loss function of both inflation and unemployment.

More precisely, let u∗t denote the benchmark unemployment rate. This benchmark unemploy-

ment rate should be interpreted as the unemployment rate resulting from the minimization of a

quadratic loss function of inflation and unemployment subject to a Phillips curve, as shown in some

detail in appendix C. Furthermore, this minimization is undertaken under the assumption that the

possibility of a crisis is disregarded and thus that the probability of a crisis is set to zero, pt ≡ 0

for t ≥ 1. Thus, the benchmark unemployment rate can be seen as the optimal unemployment

rate under flexible inflation targeting, when the possibility of a financial crisis is disregarded. It is

assumed to depend on exogenous shocks (see appendix C for details).

Let ũt denote the unemployment gap, the gap between the unemployment rate and the bench-

21 This zero long-run effect is strictly true only under the assumption of the probability being a linear function of
debt growth. But the effects of nonlinearities, for instance from a logistic model of the probability of a crisis, will be
of second order under these small changes and will hardly change the conclusions. Furthermore, the logistic function
(2.6) is slightly convex in the range of the relevant real debt growth rates (see figure 5.1 below), meaning that any
increased variability in real debt growth rates caused by the higher policy rate will increase the average probability
of a crisis, but very slightly so.
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mark unemployment rate,

ũt ≡ ut − u∗t , (3.1)

and let ũn
t ≡ un

t − u∗t and ũc
t ≡ uc

t − u∗t denote the non-crisis and crisis unemployment gaps,

respectively. Introduce the expected intertemporal loss,

E1

∞∑
t=1

δt−1Lt =

∞∑
t=1

δt−1E1Lt, (3.2)

where δ denotes a discount factor and satisfies 0 < δ < 1 and the quarter-t loss function, Lt, is a

simple quadratic loss function of the unemployment gap,

Lt = (ũt)
2. (3.3)

Thus, (3.3) can be seen as an indirect loss function resulting from the minimization of a quadratic

loss function of inflation and unemployment in quarter t, when the possibility of a financial crisis

is disregarded.22

Let me next examine the expected quarter-t loss, E1Lt, when the possibility of a financial crisis

is taken into account. It can be expressed as

E1Lt = Et(ũt)
2 = (1− pt)E1(ũn

t )2 + ptE1(ũc
t)

2 = (1− pt)E1(ũn
t )2 + ptE1(ũn

t + ∆u)2, (3.4)

where I have used that

ũc
t = ũn

t + ∆u. (3.5)

Thus, the expected quarter-t loss can be seen as the probability-weighted expected loss in a non-

crisis, (1− pt)E1(ũn
t )2, plus the probability-weighted expected loss in a crisis, ptE1(ũc

t)
2. 23

Furthermore, because the expected square of a random variable equals the square of the expected

random variables plus its variance,24 we have

E1(ũn
t )2 = (E1ũ

n
t )2 + Var1ũ

n
t ,

E1(ũn
t + ∆u)2 = (E1ũ

n
t + ∆u)2 + Var1ũ

n
t ,

where Var1ũ
n
t denotes the variance of ũn

t conditional on information available in quarter 1. Then I

can write the quarter-t expected loss (3.4) as 25

E1Lt = (1− pt)(E1ũ
n
t )2 + pt(E1ũ

n
t + ∆u)2 + Var1ũ

n
t . (3.6)

22 Stein (2013) also uses a loss function in terms of unemployment only.
23 Here, the fixed crisis increase in the unemployment rate, ∆u, in the expected crisis loss, E1(ũn

t + ∆u)2, should
be interpreted as the crisis increase in the unemployment rate after possible policy actions during the crisis to
moderate the crisis cost, as in section 2. More generally, since a crisis has many different costs, ∆u represents the
unemployment-increase equivalent of these crisis costs.

24 For a random variable X, we have E(X)2 = E[EX + (X − EX)]2 = (EX)2 + E(X − EX)2 = (EX)2 + VarX.
25 As noted in footnote 7, the crisis increase in the unemployment rate could be random instead of deterministic.

As shown in appendix G, this can easily be incorporated but would not affect the results.
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Consider the initial situation when there is no crisis in quarter 1 and where the expected future

unemployment gaps are zero,

E1ũ
n
t = 0 for t ≥ 1. (3.7)

That is, the expected future unemployment rates are equal to the expected benchmark unemploy-

ment rates, and the situation is optimal if the probability of a crisis in future quarters is assumed

to equal zero. Under that assumption, the quarter-t expected loss is just (E1ũ
n
t )2 + Var1ũ

n
t , which

is minimized if E1ũ
n
t = 0.

However, the actual probability of a future crisis is not zero. Let p̄t for t ≥ 1 denote the actual

probability of a crisis in quarter t, conditional on the initial situation (3.7) and the corresponding

current and expected future policy rates. I will call it the benchmark probability of a crisis in

quarter t. By adding and subtracting (1 − p̄t)(E1ũ
n
t )2 + p̄t(E1ũ

n
t + ∆u)2 from (3.6), the expected

quarter-t loss when the probability of a crisis is taken into account can be rewritten as

E1Lt −Var1ũ
n
t = [(1− p̄t)(E1ũ

n
t )2 + p̄t(E1ũ

n
t + ∆u)2]− (p̄t − pt)[(∆u)2 + 2∆uE1ũ

n
t ] (3.8)

≡ Ct −Bt,

where I have used that the crisis loss increase satisfies

(E1ũ
n
t + ∆u)2 − (E1ũ

n
t )2 = (∆u)2 + 2∆uE1ũ

n
t . (3.9)

Also, under the assumption of a linear relation between the policy rate and the expected non-crisis

unemployment gap together with additive shocks, the conditional variance Var1ũ
n
t is independent

of policy. Therefore I have moved it to the left side, and it is sufficient for our purpose to examine

the terms on the right side of (3.8).

The expression (3.8) allows us to assess the effect of a higher policy rate on the expected future

losses. A higher policy rate will increase the expected future unemployment gap, E1ũ
n
t , above

zero and possibly reduce the probability of a crisis in future quarters, pt, below the benchmark

probability of a crisis, p̄t. In particular, I will refer to the first term in (3.8),

Ct ≡ (1− p̄t)(E1ũ
n
t )2 + p̄t(E1ũ

n
t + ∆u)2 ≡ Cn

t + Cc
t , (3.10)

as the cost of deviating from a zero unemployment gap. It consists of the sum of the probability-

weighted expected loss in a non-crisis, Cn
t , and the probability-weighted loss in a crisis, Cc

t , when

the benchmark probability of a non-crisis and crisis is used. Furthermore, I will refer to the second

term in (3.8),

Bt ≡ (p̄t − pt)[(∆u)2 + 2∆uE1ũ
n
t ], (3.11)
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Figure 3.1: The benchmark probability of a crisis start and the benchmark probability of a crisis,

conditional on no crisis in quarter 1.

as the benefit of deviating from a zero unemployment gap. It consists of the reduction in the

probability of a crisis from the benchmark probability, p̄t − pt, multiplied by the loss increase in a

crisis, (3.9).

3.1 The benchmark probability of a crisis

Before looking more closely at this expression for the cost and benefit, let me specify the estimate of

the benchmark probability of a crisis. The sum of the coefficients in (2.6) and the reported marginal

effect of 0.30 by Schularick and Taylor (2012) is consistent with a constant annual probability of

a crisis start equal to 3.2 percent.26 This corresponds to a crisis start on average every 31 years.

A constant annual probability of a crisis start of 3.2 percent implies a corresponding constant

probability of a crisis start in a given quarter, denoted q, equal to 3.2/4 = 0.8 percent. I will use

this as my benchmark probability of a crisis start. Furthermore, as mentioned, I have assumed that

a crisis lasts 8 quarters (n = 8).

Conditional on no crisis in quarter 1, for a given q and n, the benchmark probability of a crisis

in quarter t is then, according to (2.2),

p̄t =


0 for t = 1,

(t− 1)q > 0 for 2 ≤ t ≤ n,
nq > 0 for t ≥ n+ 1.

(3.12)

26 See appendix B for details.
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Figure 3.2: The probability-weighted quadratic (dashed line) and marginal (solid) expected non-

crisis loss (grey), expected crisis loss (black), and (total) cost (red), as a function of the expected

non-crisis unemployment gap (under the assumption that the benchmark probability of a crisis is

6.4 percent and the crisis increase in the unemployment rate is 5 percent).

Thus, p̄t rises linearly from 0 in quarter 1 to its steady-state value p ≡ nq in quarter n+ 1. With

n = 8 quarters and q = 0.8 percent, p̄t rises linearly from 0 in quarter 1 to p = 6.4 percent in

quarter 9 and then stays at 6.4 percent, as shown in figure 3.1.27

3.2 The cost of deviating from a zero expected non-crisis unemployment gap

Let me next examine in some detail the quarter-t cost and benefit (3.8) of deviating from a zero

expected non-crisis unemployment gap. To best understand what determines the cost and benefit

for a particular quarter, it is practical to examine how they depend on the expected non-crisis

unemployment gap.

Let me do this for quarters t ≥ 9, when the benchmark probability of a crisis is constant and

equal to the steady-state level, p̄t = p = 6.4 percent. Let me start with the cost, Ct, given by (3.10)

for p̄t = p, the sum of the probability-weighted expected loss in a non-crisis (Cn
t ) and a crisis (Cc

t ).

In figure 3.2, the grey dashed line shows the probability-weighted non-crisis expected loss,

Cn
t = (1− p̄t)(E1ũ

n
t )2 = 0.936(E1ũ

n
t )2,

27 As mentioned in footnote 9, (3.12) is a linear approximation to a Markov process for the probability of a crisis.
As shown in appendix A and figure A.1, for the relevant Markov process, the benchmark probability of a crisis can
be shown to rise from zero in quarter 1 to 6.2 percent in quarter 9 and then converges to 6.0 percent in quarter 16.
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as a function of the expected non-crisis unemployment gap, E1ũ
n
t . It has a minimum for E1ũ

n
t = 0,

corresponding to point A. The grey solid line shows the corresponding probability-weighted marginal

non-crisis loss (with respect to an increase in the expected non-crisis unemployment gap),

dCn
t

dE1ũn
t

=
d[(1− p̄t)(E1ũ

n
t )2]

dE1ũn
t

= 0.936 · 2E1ũ
n
t .

It is zero where the probability-weighted non-crisis loss has a minimum, for E1ũ
n
t = 0, and has a

positive slope of 1.872.

Under the assumption that the probability of a crisis is zero, the non-crisis loss is the only loss

that matters, and the optimal policy is to set the expected non-crisis unemployment gap equal to

zero. But if the probability of a crisis is positive, the probability-weighted crisis loss has to be taken

into account.

The black dashed line shows the probability-weighted crisis loss,

Cc
t = p̄t(E1ũ

n
t + ∆u)2 = 0.064(E1ũ

n
t + 5)2,

where I have used that the crisis increase in the unemployment rate is assumed to be 5 percent. The

probability-weighted crisis loss has a minimum for E1ũ
n
t = − 5 percentage points, and is upward-

sloping for the range of expected non-crisis unemployment gaps shown in the figure. For E1ũ
n
t = 0,

the probability-weighted crisis loss is 0.064 · 52 = 1.61, corresponding to point C in the figure. The

black solid line shows the corresponding probability-weighted marginal crisis loss,

dCc
t

dE1ũn
t

=
d[p̄t(E1ũ

n
t + ∆u)2]

dE1ũn
t

= 0.064 · 2(E1ũ
n
t + 5) = 0.128 E1ũ

n
t + 0.64.

The probability-weighted marginal crisis loss is zero for E1ũ
n
t = − 5 and positive and equal to

0.064 · 2(5) = 0.64 for E1ũ
n
t = 0, and it has a positive slope of 0.128.

That the marginal crisis loss is positive for E1ũ
n
t = 0 reflects the realistic and crucial assumption

that the cost of crisis is larger if the economy is weaker.

The red dashed line shows the cost of deviating from a zero expected non-crisis unemployment

gap, the sum of the probability-weighted expected non-crisis and crisis losses,

Ct = (1− p̄t)(E1ũ
n
t )2 + p̄t(E1ũ

n
t + ∆u)2 = 0.936(E1ũ

n
t )2 + 0.064(E1ũ

n
t + 5)2,

that is, the vertical sum of the grey and black dashed lines. The red solid line shows the corre-

sponding marginal cost (with respect to increasing the expected non-crisis unemployment gap),

dCt
dE1ũn

t

=
d[(1− p̄t)(E1ũ

n
t )2 + p̄t(E1ũ

n
t + ∆u)2]

dE1ũn
t

= 2(E1ũ
n
t + p̄t∆u) = 2(E1ũ

n
t + 0.32). (3.13)
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For E1ũ
n
t = 0, the total loss is 0.064 · 52 = 1.61, corresponding to point C, and the marginal loss

is 0.64, corresponding to point B. It is obvious from the figure that this is not a minimum for the

cost.

The minimum for the cost occurs where the marginal cost is zero, for which E1ũ
n
t = − 0.32

percentage point, corresponding to point D. Then the cost is 1.50, corresponding to point E. The

gain, the reduction in total loss from point C to point E is 0.11 = 0.322, thus equivalent to the

negative of the loss of increasing the unemployment rate by 0.32 percentage point from its optimal

level.

Thus, if the probability of a crisis is zero, it is optimal to set the expected non-crisis unemploy-

ment gap equal to zero. If the probability of a crisis is positive, it is optimal to reduce the expected

non-crisis unemployment gap below zero. That is, it is optimal to lower the policy rate and thus

lean with the wind. More precisely, as long as the probability of a crisis is taken as given, without

taking into account the possible benefit from a reduced probability of a crisis, it is optimal to lean

with the wind.

We can see this in a alternative way. We can rewrite the expected quarter-t loss as the sum of

the squared expected unemployment gap and the conditional variance of the unemployment gap,

the first equality in (3.14),28

E1Lt = E1(ũt)
2 = (E1ũt)

2 + Var1ũt = (E1ũt)
2 + Var1ũ

n
t + pt(1− pt)(∆u)2. (3.14)

The second equality in (3.14) uses that the conditional variance of the unemployment gap (Var1ũt)

is the sum of the conditional variance the non-crisis unemployment gap (Var1ũ
n
t ) and the variance

of a binomial distribution [pt(1− pt)(∆u)2] because the unemployment gap is the sum of the non-

crisis unemployment gap and a binomial random variable that takes the value ∆u with probability

pt and the value 0 with probability 1− pt.29

Under the assumption that the probability of a crisis is given by the benchmark probability of

a crisis, pt = p̄t, the variance terms in (3.14) are exogenous and independent of policy.30 Then the

marginal loss with respect to an increase in the expected unemployment gap satisfies,

dE1Lt
dE1ũt

=
d(E1ũt)

2

dE1ũt
= 2E1ũt,

28 Kocherlakota (2014) and Stein (2014) use such a decomposition of the loss function.
29 The conditional covariance between the non-crisis unemployment gap and a crisis start is assumed to be zero.
30 If the conditional variance terms are independent of policy, Certainty Equivalence holds, and it is sufficient to

focus on the conditional means of the relevant variables. When the conditional variance terms depend on policy, as
when the probability of a crisis depends on the policy rate, Certainty Equivalence no longer holds and optimal policy
also has to take into account the effect on the conditional variance terms.
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and the optimal policy is to set the marginal loss and thereby the expected unemployment gap

equal to zero,

E1ũt = E1ũ
n
t + p̄t∆u = 0.

This implies setting the expected non-crisis unemployment gap equal to the minus the probability-

weighted crisis increase in the unemployment rate,

E1ũ
n
t = − p̄t∆u < 0.

Once seen, this is completely obvious. If there is a given positive probability of a crisis, the

expected unemployment gap is greater than the expected non-crisis unemployment gap. It is

optimal to set the expected unemployment gap equal to zero; hence it is optimal to set the expected

non-crisis unemployment gap below zero. Leaning with the wind is the obvious policy in this

case. The optimal amount of leaning with the wind is a non-crisis unemployment gap equal to

− p̄t∆u = − 0.064 · 5 = − 0.32 percentage point instead of zero, a rather small amount of leaning

with the wind.31

3.3 The possible benefit of leaning against the wind

The discussion in section 3.2 above shows that for a given probability of a crisis, the optimal

policy is to lean somewhat with the wind. However, an increase in the policy rate may reduce the

probability of a crisis and this way reduce the expected loss increase in a crisis, as the benefit Bt

given by (3.11) shows. Thus, the increase in the expected non-crisis unemployment gap from the

increase in the policy rate is here accompanied by a change in the probability of a crisis.

The probability of a crisis can then be seen as an implicit function of the expected non-crisis

unemployment gap, pt = pt(E1ũ
n
t ), with the linear approximation

pt(E1ũ
n
t )− p̄t =

dpt
dE1ũn

t

E1ũ
n
t , for t ≥ 1, (3.15)

where pt(0) = p̄t and the implicit derivative dpt/dE1ũ
n
t is given by32

dpt
dE1ũn

t

≡ dpt/di1

dE1un
t /di1

. (3.16)

31 This is in line with the discussion of optimal policy with low-probability extreme events in Svensson (2003).
32 Because the derivative dE1ũ

n
t /di1 by figure 2.1 is positive for 1 < t ≤ 40, the implicit derivative dpt/dE1ũ

n
t in

(3.16) is well-defined for 1 < t ≤ 40.
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This makes it possible to specify the benefit from deviating from a zero unemployment gap as a

function of the expected non-crisis unemployment gap and rewrite it as

Bt ≡ [p̄t − pt(E1ũ
n
t )][(∆u)2 + 2∆uE1ũ

n
t ] = (− dpt

dE1ũn
t

)E1ũ
n
t [(∆u)2 + 2∆uE1ũ

n
t ] (3.17)

= 0.0086 E1ũ
n
t (25 + 10 E1ũ

n
t ).

Here the number −0.0086 is the average of the derivative (3.16) over quarters 12-24, where the

derivatives dpt/di1 and dE1u
n
t /di1 are given by the green line in figure 2.2 and the red line in figure

2.1, respectively. This is clearly an overestimate of the magnitude of the average reduction of the

probability of a crisis per unemployment rate increase, something which exaggerates the benefit

and stacks the cards in favor of leaning against the wind.33

In figure 3.3, the green dashed line shows the benefit Bt of deviating from a zero expected non-

crisis unemployment gap. It is by (3.17) equal to zero for a zero expected non-crisis unemployment

gap. Furthermore, it is quadratic and, for a negative derivative dpt/dE1ũ
n
t , convex and increasing

in the expected non-crisis unemployment gap. It is convex because the crisis loss increase (3.9) is

increasing in the expected non-crisis unemployment gap, making the benefit increase more than

linearly.

The red dashed line in figure 3.3 is the cost Ct of deviating from a zero expected non-crisis

unemployment gap, the same line as in figure 3.2. The blue dashed line is the net cost, Ct − Bt,

the difference between the red and the green dashed lines.

The green solid line is the marginal benefit of increasing the expected non-crisis loss, given by

dBt
dE1ũn

t

= (− dpt
dE1ũn

t

)[(∆u)2 + 4∆uE1ũ
n
t ] = 0.0086 (25 + 20 E1ũ

n
t ) (3.18)

It is linear and increasing in the expected non-crisis unemployment gap when the derivative of the

probability of a crisis with respect to the expected non-crisis unemployment gap is negative. The

blue solid line is the net marginal cost, the difference between the red and green solid lines.

We see that the net cost has a minimum at point G, between the points E and C, where the

marginal cost and marginal benefit are equal (point F) and where the net marginal cost thus equals

zero, at point H between points D (corresponding to an expected non-crisis unemployment gap

equal to − 0.32 percentage point) and A (corresponding to an expected non-crisis unemployment

gap equal to zero). We see that in this case, the optimal policy is rather close to point D and still

33 Figure F.1 in appendix F shows the negative of the derivative (3.16) for each quarter.
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Figure 3.3: The probability-weighted quadratic (dashed line) and marginal (solid) cost (red), benefit

(green), and net cost (blue), as a function of the expected non-crisis unemployment gap (under the

assumption that the benchmark probability of a crisis is 6.4 percent and the crisis increase in the

unemployment rate is 5 percent).

involves some small leaning with the wind, not against. It corresponds to an expected non-crisis

unemployment gap of − 0.23 percentage point.

Consistent with this, we see that the net marginal cost for a zero expected non-crisis unemploy-

ment gap is positive. This means that in the initial situation, where the expected future non-crisis

unemployment gaps are zero, the marginal cost of leaning against the wind exceeds the marginal

benefits, meaning that the optimal policy is a small leaning with the wind, not against. This hap-

pens in spite of the exaggerated estimate that I have used of the reduction of the probability of a

crisis per expected non-crisis unemployment gap increase

In summary, we see that there is a strong tendency towards some leaning with the wind rather

than against. Only if the policy rate has a sufficiently strong negative effect on the probability of

a crisis can leaning against the wind be justified.

3.4 The alternative assumption of a fixed loss level in a crisis

As mentioned, an important assumption in this paper is the realistic assumption that a crisis is

more costly if the economy is weak. This is represented by the assumption that a crisis implies an

increase in the unemployment gap by ∆u,

ũc
t = ũn

t + ∆u, (3.5 revisited)

25



so the expected crisis unemployment gap is higher if the non-crisis unemployment gap is higher,

E1ũ
c
t = E1ũ

n
t + ∆u.

In this subsection, let me briefly examine the consequences of the unrealistic assumption that

that a crisis means that the expected unemployment gap does not increase by ∆u but reaches

∆u, regardless of what the expected non-crisis unemployment gap is. That is, the expected crisis

unemployment gap simply satisfies

E1ũ
c
t = ∆u,

regardless of E1ũ
n
t . This means that the loss level in a crisis is fixed and independent of the non-crisis

unemployment gap, in line with the assumption made in Svensson (2014, 2015), Ajello, Laubach,

Lopez-Salido, and Nakata (2015), and Diaz Kalan, Laséen, Vestin, and Zdzienicka (2015).

We first note that it is practical in this case to make the innocuous assumption that the crisis

unemployment gap is random with mean ∆u and conditional variance equal to that of the non-crisis

unemployment gap. Then the expected loss in a crisis satisfies

E1(ũc
t)

2 = (∆u)2 + Var1ũ
c
t = (∆u)2 + Var1ũ

n
t ,

and is independent of the expected non-crisis unemployment gap, E1ũ
n
t .

The expected quarter-t loss then satisfies

E1Lt = (1− pt)E1(ũn
t )2 + pt[(∆u)2 + Var1ũ

n
t ]

= (1− pt)(E1ũ
n
t )2 + pt(∆u)2 + Var1ũ

n
t ,

where I have used that E1(ũn
t )2 = (E1ũ

n
t )2 + Var1ũ

n
t . Furthermore, by adding and subtracting

(1− p̄t)(E1ũ
n
t )2 + p̄t(∆u)2, the expected quarter-t loss can be rewritten

E1Lt −Var1ũ
n
t = [(1− p̄t)(E1ũ

n
t )2 + p̄t(∆u)2]− (p̄t − pt)[(∆u)2 − (E1ũ

n
t )2]

≡ Ct −Bt,

where the cost (at the benchmark probability of a crisis) and the benefit (from a reduction in

probability of a crisis) now satisfy

Ct ≡ (1− p̄t)(E1ũ
n
t )2 + p̄t(∆u)2,

Bt ≡ (p̄t − pt)[(∆u)2 − (E1ũ
n
t )2].
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Figure 3.4: For a fixed loss in a a crisis, the probability-weighted non-crisis loss (grey dashed line),

probability-weighted fixed crisis loss (black dashed), and the (total) cost (red dashed) and marginal

cost (red solid), as a function of the expected non-crisis unemployment gap (under the assumption

that the benchmark probability of a crisis is 6.4 percent).

We note that the assumption of a fixed loss level in a crisis has the strange implication that the

cost of a crisis (the loss increase in a crisis),

(∆u)2 − (E1ũ
n
t )2, (3.19)

is decreasing in the magnitude of the expected non-crisis unemployment gap. In particular, if the

expected non-crisis unemployment gap is larger than ∆u, the crisis loss increase is negative; that

is, it is better to have a crisis than a non-crisis. In contrast, under our main assumption that a

crisis increases the unemployment gap by ∆u, the crisis loss increase is given by (3.9), which is

increasing in the expected non-crisis unemployment gap.

In figure 3.4 (the analogue of figure 3.2) the grey dashed line shows the benchmark-probability-

weighted non-crisis loss, and the black dashed line shows the benchmark-probability-weighted fixed

crisis loss, which is independent of the expected non-crisis unemployment gap. The red dashed

and solid lines show the corresponding cost and marginal cost of deviating from a zero expected

non-crisis unemployment gap.

The cost, benefit, and net benefit are shown in figure 3.5 (the analogue of figure 3.3). The red

dashed line shows the cost,

Ct ≡ (1− p̄t)(E1ũ
n
t )2 + p̄t(∆u)2 = 0.936 (E1ũ

n
t )2 + 0.064 · 25 = 0.936 (E1ũ

n
t )2 + 1.6.
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Figure 3.5: For a fixed loss in a crisis, the cost (red dashed line), the marginal cost (red solid), the

benefit (green dashed), the marginal benefit (green solid), the net cost (blue dashed), and the net

marginal cost (blue solid) as a function of the expected non-crisis unemployment gap (under the

assumption that the benchmark probability of a crisis is 6.4 percent).

The red solid line shows the marginal cost of increasing the expected non-crisis unemployment gap,

dCt
dE1ũn

t

= (1− p̄t)2E1ũ
n
t = 1.872 E1ũ

n
t .

The cost has a minimum ( point C) for Etũ
n
t = 0 (point A). Because the crisis loss is independent

of the expected non-crisis unemployment gap, a positive constant probability of a crisis does not

induce any leaning with the wind, in contrast to when the crisis loss is increasing in the expected

non-crisis unemployment gap.

The green dashed line shows the benefit as a function of the expected non-crisis unemployment

gap,

Bt ≡ (p̄t − pt)[(∆u)2 − (E1ũ
n
t )2] = 0.0086 E1ũ

n
t [25− (E1ũ

n
t )2] = 0.215 E1ũ

n
t − 0.0086 (E1ũ

n
t )3,

where I use the linear approximation (3.15). The green solid line shows the marginal benefit of

increasing the expected non-crisis unemployment gap,

dBt
dE1ũn

t

= 0.215− 0.0258 (E1ũ
n
t )2.

The blue dashed line shows the net cost, Ct − Bt, the difference between the red and the

blue lines. The blue solid line shows the net marginal cost of increasing the expected non-crisis
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unemployment gap. Because, for a zero expected non-crisis unemployment gap, the marginal cost

is zero but the marginal benefit is positive, the net cost has a minimum at point G for a positive

expected non-crisis unemployment gap at point H, for which the marginal cost and marginal benefit

are equal, point F. That is, some leaning against the wind is optimal. However, it is quite small,

corresponding to a 0.12 percentage point expected non-crisis unemployment gap, with a completely

insignificant improvement in the net cost. This is consistent with the results of Ajello, Laubach,

Lopez-Salido, and Nakata (2015). The small impact of the possibility of affecting the probability

of a crisis is illustrated by the fact that the benefit is so small relative to the cost in figure 3.5 and

that the cost (the red dashed line) and the net cost (the blue dashed line) are so similar.

The case of a fixed loss in a crisis is further examined in appendix J. There it is shown in more

detail that the optimal leaning against the wind is very small and that the net gain from leaning

against the wind is completely insignificant. In particular, it is shown that this result holds even

under the assumption of monetary non-neutrality and a permanent effect on real debt and positive

effect on cumulated marginal benefit. Thus, even then any significant leaning of the wind is not

justified.

4 The marginal cost, marginal benefit, and net marginal cost of

leaning against the wind

Let me now return to the main assumption that the cost of a crisis (the loss increase in a crisis) is

not fixed but larger if the economy is initially weaker, represented by the assumption that a crisis

implies that the unemployment gap increases by ∆u.

The discussion in section 3 focused on the cost and benefit of leaning against wind in a given

quarter, as a function of the expected non-crisis unemployment gap in that quarter. However,

increasing the policy rate i1 in quarter 1–4 increases the expected crisis and non-crisis unemployment

gaps in all quarters 2–40 and reduces the probability of a crisis mainly in quarters 12–24. Assessing

the cost and benefit from increasing the policy rate thus requires that all the costs and benefits

in all relevant quarters are compared, in particular when assessing how robust the results are to

changes in the relevant parameters.

Thus, let me consider the initial situation when the expected non-crisis unemployment gap is

equal to zero for all quarters, (3.7), and examine whether increasing the policy rate increases or

reduces the intertemporal loss, when the impact in all future quarters are taken into account. This
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means to examine the derivative of the intertemporal loss function with respect to the policy rate

during quarters 1–4, the marginal expected loss from increasing the policy rate,

d

di1
E1

∞∑
t=1

δt−1Lt =
∞∑
t=1

δt−1dE1Lt

di1
. (4.1)

If this marginal expected loss from increasing the policy rate is negative, it is optimal to raise

the policy rate and increase the expected future unemployment gaps above zero, and thus lean

against the wind. If the marginal expected loss is positive, it is optimal to lower the policy rate

and reduce the expected future unemployment gaps below zero, and thus lean with the wind.

The marginal expected loss is equal to the discounted sum of the derivatives of expected future

quarterly losses, the future quarter-t marginal expected losses. Let me examine the marginal

expected loss for a given quarter t, starting from the expression (3.4) for the expected quarter-t

loss and taking the derivative with respect to the policy rate,

dE1Lt

di1
= 2(E1ũ

n
t + pt∆u)

dE1u
n
t

di1
+ [(∆u)2 + 2∆uE1ũ

n
t ]
dpt

di1
, (4.2)

where I have used (3.9). I have also assumed sufficient linearity, such that the derivatives dE1u
n
t /di1

and dpt/di1 are independent of the non-crisis unemployment gap.

In order to examine this more closely, let me identify the left side of (4.2), the marginal expected

loss from a policy-rate increase dE1Lt/di1, with the quarter-t net marginal cost, NMCt, of leaning

against the wind. The first term on the right side of (4.2) can be identified with the quarter-t

marginal cost of increasing the policy rate, MCt. It consists of the marginal cost of increasing

the expected non-crisis unemployment gap (3.13) multiplied by the effect of the policy rate on the

expected unemployment rate, dE1u
n
t /di1. The second term can be identified with the quarter-t

marginal benefit of increasing the policy rate, MBt. It consists of the crisis loss increase, (∆u)2 +

2∆uE1ũ
n
t ], multiplied by the negative of the effect of the policy rate on the probability of a crisis,

− dpt/di1. Thus we can write

NMCt = MCt −MBt, (4.3)

where

MCt ≡ 2[E1ũ
n
t + pt∆u]

dE1u
n
t

di1
, (4.4)

MBt ≡ [(∆u)2 + 2∆uE1ũ
n
t ](− dpt

di1
). (4.5)
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Figure 4.1: The marginal cost, the marginal benefit, and the net marginal cost of leaning against

the wind, when the expected non-crisis unemployment gap equals zero. (Source: Schularick and

Taylor (2012), Sveriges Riksbank, and own calculations.)

When the expected non-crisis unemployment gap is zero, (3.7), we have

MCt = 2p̄t∆u
dE1u

n
t

di1
, (4.6)

MBt = (∆u)2(−dpt
di1

), (4.7)

where the probability of a crisis equals the benchmark probability of a crisis, (3.12).

Given this and (3.7), the marginal cost, the marginal benefit, and the net marginal benefit in

are shown for each quarter 1–40 in figure 4.1. The red line in figure 4.1 shows the marginal cost,

(4.6). From quarter 9, when pt is constant, it is proportional to dE1u
n
t /di1 (the red line in figure

2.1) and positive. For quarter 1–8, the marginal cost is affected by the fact that pt is increasing,

giving it a sharper and later peak than dE1u
n
t /di1. The green line in figure 4.1 shows the marginal

benefit, (4.7). It is proportional to − dpt/di1 (the green line in figure 2.2). The blue line shows the

net marginal cost, (4.3), the difference between the red and the green lines in the figure.

Importantly, from (2.8) we know that cumulated effects of the policy rate on the probability

of a crisis is approximately zero. This means that the undiscounted sum of the marginal benefits

(4.7) is approximately zero,
40∑
t=1

MBt ≈ 0. (4.8)

This implies that the undiscounted sum of the net marginal costs is approximately equal to the
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undiscounted sum of the marginal costs,

40∑
t=1

NMCt =
40∑
t=1

MCt −
40∑
t=1

MBt ≈
40∑
t=1

MCt > 0. (4.9)

Discounting the sums will not affect this result much, so it is clear that, for (3.7), the intertem-

poral expected loss is increasing in the policy rate. This means that leaning with the wind is indeed

justified, not leaning against.34 35

Furthermore, at a closer look, the assumption about monetary neutrality and the resulting

negative marginal benefit in later years do not seem essential for rejecting leaning against the

wind. From figure 4.1, it is apparent that if the marginal benefit would be zero instead of negative

beyond quarter 24, the conclusions would not change. This is also the case if we would disregard

the positive marginal cost beyond quarter 24 and only consider marginal cost and benefit up to

quarter 24. The role of monetary neutrality and non-neutrality is further examined in section 6.

4.1 The sensitivity to the initial state of the economy

The above examination is for an initial situation of a zero expected non-crisis unemployment gap,

(3.7). Some advocacy for leaning against the wind seems to recommend it more or less regardless of

the initial state of the economy (for instance, Bank for International Settlements (2014)). But an

initial positive expected non-crisis unemployment gap – an initially weaker economy – dramatically

strengthens the case against leaning against the wind.

In figure 4.2, the dashed lines show the marginal cost, marginal benefit, and net marginal benefit

of leaning against the wind when the expected non-crisis unemployment gap is positive and equal

to a small 0.25 percentage point for all quarters, whereas the solid lines show these variables when

the expected non-crisis unemployment gap equals zero (as in figure 4.1). With a non-zero expected

unemployment gap, the marginal cost is given by (4.4) rather than (4.6). This small expected

non-crisis unemployment gap has a substantial impact on the marginal cost (because in (4.4) the

term E1ũ
n
t = 0.25 percentage point is of a similar order of magnitude as the term pt∆u (which rises

from 0 in quarter 1 to 0.32 percentage point in quarter 9). The marginal benefit is given by (4.5)

rather than (4.7), but the expected non-crisis unemployment gap has a quite small impact on it

(because in (4.5) the term 2∆uE1ũ
n
t = 2.5 is small relative to (∆u)2 = 25). The net marginal cost

therefore shifts up substantially and the case against leaning against the wind gets even stronger.

34 We can look more closely at quarter 18, when the marginal benefit is the largest. Because for that quarter,
dp18/dı̄1 = − 0.23 percentage point, and we have ∆u = 5 percentage points, by (4.7), MB18 = 0.0023 · 52 = − 0.058.
But for quarter 18, dE1u

n
18/dı̄1 = 0.16 and, by (4.7), MC18 = 2 · 0.064 · 5 · 0.16 = 0.10, still larger than MB18.

35 A particular constrained-optimal policy is examined in appendix I.
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Figure 4.2: The marginal cost, the marginal benefit, and the net marginal cost of leaning against the

wind, when the expected non-crisis unemployment gap is positive and equals 0.25 percentage point

for all quarters. (Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

Assuming that initially the expected non-crisis unemployment gap is positive and the same for

all future quarters allows us to examine the impact on the marginal cost and benefit at all quarters.

A more realistic initial situation is arguably when the expected unemployment gap is positive for

the first few quarters and approaches zero in later quarters. From figure 4.2 we realize that we

still get a substantial increase in the marginal cost of leaning against the wind if, for instance,

the expected non-crisis unemployment gap is positive and equal to 0.25 percentage point for only

the first 8 quarters and then falls and equals zero from quarter 12 and onwards, in which case the

dashed lines for the marginal cost and net marginal cost are equal to the solid lines from quarter 12

onwards.

Because leaning against the wind is not justified with a zero initial expected unemployment gap,

it is of course even less justified for an initial positive expected unemployment gap. The marginal

and net marginal cost of leaning increase substantially with a higher initial expected unemployment

gap.

4.2 The sensitivity to the effect of the policy rate on the non-crisis unemploy-

ment rate

The marginal cost and net marginal cost of leaning against the wind depend by (4.4) on the

initial expected unemployment gap (E1ũ
n
t ), the probability of a crisis (pt), the crisis increase in the
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Figure 4.3: The effect of a reduction in the policy-rate effect on the expected non-crisis unem-

ployment rate from the benchmark (solid lines) by a half (dashed lines) on the marginal cost and

the net marginal cost of leaning against the wind, when the expected unemployment gap is zero.

(Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

unemployment gap (∆u), and the effect of the policy rate on the expected non-crisis unemployment

rate (dE1u
n
t /di1). The sensitivity to the initial expected unemployment gap has been examined in

section 4.1. The sensitivity to the probability of a crisis and the crisis increase in the unemployment

gap will be examined in section 5. Here I look at the sensitivity to the effect of the policy-rate

increase on the expected non-crisis unemployment rate.

As a benchmark, I have used the Riksbank estimate of the effect shown in figure 2.1. In figure

4.3, the dashed lines show the marginal cost and net marginal cost when benchmark policy-rate

effect on the expected non-crisis unemployment gap is reduced to a half of the Riksbank estimate,

whereas the solid lines show the benchmark case. The marginal cost shifts down by a half, the

marginal benefit (4.7) is not affected, and the net marginal cost shifts down with the marginal cost

but remains substantially positive, except in quarters 18–21 where it is slightly negative. Clearly,

leaning against the wind is still not justified.

4.3 A preliminary note on the sensitivity to the probability of a crisis

We will look more closely at the sensitivity to the probability of a crisis in section 5, but we can

already here make a preliminary note about the sensitivity to the probability of a crisis. From

(4.6) we have seen that the marginal cost is two times the product of the probability of a crisis (pt),
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the crisis increase in unemployment rate (∆u), and the effect of the policy rate on the expected

non-crisis unemployment rate (dE1u
n
t /di1). This means that figure 4.3 can alternatively be seen

as the result of the full (instead of the half) benchmark effect of the policy rate on the expected

non-crisis unemployment rate in figure 4.3 and the half (instead of the full) probability of crisis

in figure 3.1. Thus, even if the probability of a crisis start in a particular quarter was only 0.4

percent (instead of 0.8 percent), so the probability of crisis from quarter 9 onward was only 3.2

percent (instead of 6.4 percent), in which case the marginal cost would be half of the benchmark

case, leaning against the wind would still not be justified. We realize that for an even slower rise

of the probability of a crisis than half of that in figure 3.1, there is still a substantial margin for

marginal cost to dominate over marginal benefit.

The above note is under the simplifying assumption that a lower probability of a crisis does

not affect the effect of the policy rate on the probability of a crisis (− dpt/di1) and thereby not the

marginal benefit. However, when we look more closely at this in section 5, we will see that, under

the logistic relation between the probability of a crisis start and real debt growth, the effect on the

probability of a crisis and the marginal benefit varies slightly with the probability of a crisis and is

actually slightly lower with a lower probability of a crisis.

5 Does less effective macroprudential policy strengthen the case

for leaning against the wind?

A common view is that macroprudential policy should provide the first line of defense of financial

stability but that monetary policy may have a role as a second line of defense, in case macropruden-

tial policy is not sufficiently effective. In line with this view, one might ask whether less effective

macroprudential policy might strengthen the case for leaning against the wind. Let me examine

this issue in the present framework.

What would a less effective macroprudential policy imply in the present framework? Such

macroprudential policy would in general imply less resilience of the financial system to shocks, for

instance through weaker balance sheets with less loss-absorbing capital. Less effective macropru-

dential policy may result in more credit growth and credit booms with more “bad” credit growth

due to lower credit standards. All together this might increase the probability of a crisis start, qt.

It might also increase the magnitude of a crisis, in the sense of implying a large crisis increase in

the unemployment rate, ∆u, or a longer duration of a crisis, n.
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Figure 5.1: The annual probability of a crisis start (percent) as a function of real debt growth

during the previous five years. (Source: Schularick and Taylor (2012) and own calculations.)

Consequently, in order to assess whether less effective macroprudential policy provides a case

for leaning against the wind, I examine how the marginal cost, marginal benefit, and thus the net

marginal cost of leaning against the wind shifts, if the probability of crisis start is higher due to

higher credit growth, the increase in the unemployment rate is larger, or the duration of a crisis is

longer. This way I also conduct some further sensitivity analysis of the results.

5.1 A higher probability of a crisis start due to higher credit growth

Let me first examine the consequences of a higher probability of a crisis start. So far I have assumed

an annual probability of a crisis start of 3.21 percent (corresponding to a crisis start on average

every 31 years), which for the estimates in (2.6) is consistent with a steady annual growth rate

of real debt of 5 percent. This corresponds to point A in figure 5.1, which shows how the annual

probability of a crisis start depends on the steady annual real debt growth during the previous five

years. Let me now consider an increase in the annual probability of a crisis start by 1 percentage

point to 4.21 percent (corresponding to a crisis start on average every 24 years). This is consistent

with an annual steady growth rate of 7.9 percent, corresponding to point B in the figure. Thus,

we might think of less effective macroprudential policy resulting in a credit boom with higher real

debt growth, which in turn increases the probability of a crisis start.

In figure 5.2, dashed lines show the marginal cost, marginal benefit, and net marginal cost

from leaning against the wind for the higher annual probability 4.21 percent of a crisis start, to be
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Figure 5.2: The effect of an increase in the annual probability of a crisis start from 3.21 percent

(solid lines) to 4.21 percent (dashed lines) on the marginal cost, the marginal benefit, and the

net marginal cost of leaning against the wind. (Source: Schularick and Taylor (2012), Sveriges

Riksbank, and own calculations.)

compared with the solid lines for the benchmark case of an annual probability of 3.21 percent. A

higher probability of a crisis start qt leads by (2.2) to a higher probability of a crisis pt. We see

in (4.6) that the marginal cost of leaning against the wind is proportional to pt. A higher pt thus

shifts up the marginal cost from the solid to the dashed red line in the figure.

What is the effect on the marginal benefit? A higher steady growth rate of real debt will increase

the marginal effect of steady real debt growth on the probability of a crisis start, because the logistic

function with the estimates in (2.6) is convex for growth rates in this range (see figure 5.1).36 This

will increase the magnitude of the effect of the policy rate on the probability of a crisis start and

on the probability of a crisis, − dpt/di1. We see in (4.7) that the marginal benefit is proportional

to − dpt/di1, so this will increase the magnitude of the marginal benefit and shift it from the solid

to the dashed green line in the figure. We see in figure 5.2 that the net effect on the net marginal

cost is a significant increase in the net marginal cost, from the solid to the dashed blue line.

It follows that the discounted net marginal cost increases. Thus, less effective macroprudential

policy, to the extent that it leads to higher real debt growth and a higher probability of a crisis

start, does not strengthen the case for leaning against the wind; it strengthens the case against

36 For the benchmark steady annual growth rate of 5 percent, the marginal effect on the annual probability of a
crisis start is 0.30. For a steady annual growth rate of 7.9 percent, the marginal effect is 0.39. See appendix B for
details.
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Figure 5.3: The effect of an increase in the crisis increase in the unemployment rate from 5 (solid

lines) to 6 percentage points (dashed lines) on the marginal cost, the marginal benefit, and the

net marginal cost of leaning against the wind. (Source: Schularick and Taylor (2012), Sveriges

Riksbank, and own calculations.)

leaning against the wind.

We may interpret this result more generally. In this framework, a credit boom with higher real

debt growth and a higher probability or larger magnitude of a crisis, whether caused by an ineffective

macroprudential policy or anything else, would, everything else equal, tend to strengthen the case

against leaning against the wind, because it tends to increase the marginal cost of increasing the

policy rate more than it increases the marginal benefit.37

5.2 A larger crisis increase in the unemployment rate

In figure 5.3, the dashed lines show the marginal cost, marginal benefit, and net marginal cost for

a larger the crisis increase ∆u in the unemployment rate of 6 percentage points, to be compared

with the solid lines for the benchmark crisis increase in the unemployment rate of 5 percentage

points. We see in (4.6) and (4.7) that the marginal cost is linear in ∆u and the marginal benefit

is quadratic in ∆u. Thus, the magnitudes of the marginal cost and marginal benefit increase with

∆u. We see that the net effect is an increase of the net marginal cost except around quarter 19

where the marginal benefit increases slightly more than the marginal cost.

It follows that, also in this case, the sum of discounted net marginal costs increases. Less effective

37 Helpful discussions with Helge Berger alerted me to this more general interpretation of the results.
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Figure 5.4: The effect of an increase in crisis duration from 8 (solid lines) to 12 quarters (dashed

lines) on the marginal cost, the marginal benefit, and the net marginal cost of leaning against the

wind. (Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

macroprudential policy, to the extent that it implies a larger crisis increase in the unemployment

rate, again strengthens the case against leaning against the wind.

5.3 A longer duration of a crisis

Finally, in figure 5.4, dashed lines show the marginal cost, marginal benefit, and net marginal cost

for a longer crisis duration of n = 12 quarters, to be compared with the solid lines for the benchmark

crisis duration of 8 quarters. A longer duration means by (2.2) that the probability of a crisis, for

the linear approximation used here, is the sum over a few more previous quarterly probabilities

of a crisis start, implying a shift to the right of the marginal cost and marginal benefit of leaning

against the wind.38 As a result, the net marginal cost shifts up, except around quarter 24, where

the marginal benefit increases slightly more than the marginal cost. The sum of discounted net

marginal costs increases. Thus, to the extent that less effective macroprudential policy increases

the crisis duration, it again strengthens the case against leaning against the wind.

Overall, for this section’s intuitive assumptions about the consequence of a less effective macro-

prudential policy, such a less effective policy consistently further strengthens the already strong

case against leaning against the wind. The presumption that a less effective macroprudential pol-

38 For the linear approximation (2.2), the probability of a crisis increases from zero in quarter 1 to 9.6 percent in
quarter 13 and then stays at 9.6 percent. For the relevant Markov process discussed in appendix A, the probability
of a crisis increases from zero in quarter 1 to 9.1 percent in quarter 13 and then converges to 8.8 percent in quarter
20.
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Figure 6.1: For a permanent effect on real debt, the effect on real debt, the average annual real

debt growth, the probability of a crisis start in quarter, and the probability of being in a crisis in

quarter of a 1 percentage point higher policy rate during quarters 1–4; deviations from baseline.

(Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

icy would strengthen the case for leaning against the wind does not stand up to scrutiny.

6 Non-neutral monetary policy: a permanent effect on real debt

Monetary neutrality implies that monetary policy has no effect on real debt in the long run, and

therefore no effect on average and cumulated real debt growth over a longer period. Thus there is

no effect on average and cumulated probabilities of a crisis over a longer period. One might think

that, if monetary policy would be non-neutral and would have a permanent effect on the real debt

level, this might strengthen the case for leaning against the wind.

Thus, in order to examine this, assume that the effect of the policy rate on real debt is perma-

nent. More precisely, suppose that real debt permanently stays down at its maximum deviation

from the baseline in figure 2.2 (−1.03 percent), from quarter 8 onwards, as shown in figure 6.1. As

seen in the figure, there is a large and persistent, but not permanent, reduction in the probability

of a crisis. As seen in figure 6.2, the marginal benefit is larger and more persistent. Nevertheless,

this marginal benefit is not sufficient to prevent the net marginal cost from being positive and the

discounted sum of the net marginal cost to be positive and large. Thus leaning against the wind

still has a large positive net marginal cost, and leaning with the wind remains a better policy.
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Figure 6.2: For a permanent effect on real debt, the marginal cost, the marginal benefit, and the

net marginal cost of leaning against the wind, when the expected non-crisis unemployment gap is

zero. (Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

6.1 How much larger an effect on the probability of a crisis start is needed to

justify leaning against the wind?

Under the assumption of a permanent effect on real debt of a 1 percentage point higher policy rate

during quarters 1–4, the cumulated marginal benefit in figure 6.2 is positive and equal to 0.64. The

cumulated marginal cost is 3.71, about 5.8 times larger. We then realize that, for leaning against

the wind to be justified, the effect on the policy rate on the probability of a crisis must be more

than 5.8 times larger than the estimates in (2.6). If the largest coefficient, 7.138, on the two-year

lag of the annual growth rate, would be two standard deviations larger, it would be 12.4, that is

1.74 times larger than 7.138. This is very far from 5.8 times larger. The dashed lines in figures 6.3

and 6.4 show the case when the effect on the probability of a crisis is 5.8 larger and the cumulated

marginal cost and marginal benefit are equal.

Clearly, even under the extreme assumption of a large permanent effect on real debt, we need an

extreme assumption on the effect of the policy rate on the probability of a crisis for the cumulated

net marginal cost not being positive but zero.
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Figure 6.3: For a 5.8 times larger effect on the probability of a crisis start than the benchmark

and a permanent effect on real debt, the effect on real debt, the average annual real debt growth,

the probability of a crisis start in quarter, and the probability of being in a crisis in quarter of

a 1 percentage point higher policy rate during quarters 1–4; deviations from baseline. (Source:

Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)
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Figure 6.4: For a 5.8 times larger effect on the probability of crisis start than the benchmark and

a permanent effect on real debt, the marginal cost, the marginal benefit, and the net marginal

cost of leaning against the wind, when the expected non-crisis unemployment gap is zero. (Source:

Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)
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7 Results for a dataset of Laeven and Valencia (2012)

So far I have used the estimates in Schularick and Taylor (2012) for their dataset covering 14

developed countries for 1870–2008. During the work on International Monetary Fund (2015), IMF

staff used a dataset of Laeven and Valencia (2012) to estimate the quarterly probability of a crisis

start for banking crises in 35 advanced countries 1970–2011.39 The equation and estimates are

qt =
exp(Xt)

1 + exp(Xt)
,

where40

Xt = − 5.630∗∗∗
(1.008)

− 5.650∗
(3.171)

gt + 4.210
(3.580)

gt−4 + 12.342∗∗
(5.408)

gt−8 − 5.259
(3.591)

gt−12. (7.1)

As in the Schularick and Taylor (2012) estimates, the annual growth rate of the average annual

debt lagged two years is the major determinant of the probability of a crisis start, qt. For 5 percent

steady real debt growth, the annual probability of a crisis start is 1.89 percent, approximately equal

to the frequency of crises starts in the sample. It implies a crisis start on average every 53 years.

The corresponding constant quarterly probability of a crisis start, q, is thus about 0.47 percent.

The coefficients in (7.1) sum to 5.64, implying that the marginal effect on the annual probability

of a crisis start over all lags is equal to 0.11, implying the summary result that 1 percentage point

lower steady real debt growth reduces the annual probability of a crisis by about 0.1 percentage

point.

Figure 7.1 shows the resulting effect of the policy rate on the probability of a crisis start and

of a crisis. Comparing with the previous figure 2.2 for the Schularick and Taylor (2012) estimates,

we see that now the effect on the probability of a crisis start (dqt/di1, the blue line) fluctuates

more. As a result, the effect on the probability of a crisis (dpt/di1, the green line) also fluctuates

more: first it increases relative to the baseline before it falls to a negative peak of − 0.27 percentage

point in quarter 17, after which it increases and reaches a positive peak of 0.15 percentage point in

quarter 26, after which it finally falls to zero in quarter 40. It lacks the long positive tail that shows

in figure 2.2. The cumulated effect on the probability of a crisis is of course still approximately

zero, (2.8).

Figure 7.2 shows the resulting effect on the expected future unemployment rate, which is still

very similar to the effect on the expected future non-crisis rate. Clearly, a higher policy rate

39 I am grateful to Damiano Sandri for several discussions about the estimates.
40 One, two, and three stars denote significance at the 10, 5, and 1 percent level, respectively.
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Figure 7.1: The effect on real debt, the average annual real debt growth, the probability of a crisis

start in quarter, and the probability of being in a crisis in quarter of a 1 percentage point higher

policy rate during quarters 1–4; deviations from baseline. (Source: IMF staff estimates, Sveriges

Riksbank, and own calculations.)
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Figure 7.2: The effect on the expected unemployment rate and the expected non-crisis unemploy-

ment rate of a 1 percentage point higher policy rate during quarters 1–4; deviations from baseline.

(Source: IMF staff estimates, Sveriges Riksbank, and own calculations.)
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Figure 7.3: The marginal cost, the marginal benefit, and the net marginal cost of leaning against the

wind, when the expected non-crisis unemployment gap equals zero. (Source: IMF staff estimates,

Sveriges Riksbank, and own calculations.)

increases the expected unemployment rate at all horizons. The effect on the expected unemployment

rate does not provide any support for leaning against the wind.

Figure 7.3 shows the corresponding marginal cost, marginal benefit, and net marginal cost

according to (4.3)-(4.7). The marginal cost depends on pt, which in this case, by (3.12) increases

from 0 in quarter 1 to 1.89 percent in quarter 9, after which it stays at 1.89 percent. As a result,

the marginal cost has a lower peak and is smaller than in the previous figure 4.1. Compared with

the previous figure, the marginal benefit now fluctuates more. In quarters 17-19, it is equal to the

marginal cost, making the net marginal cost equal to zero for those quarters. However, around

quarter 8 and, in particular, around quarter 26, the marginal benefit is negative and adds to the

net marginal cost. The sum of the marginal benefits over the 40 quarters is − 0.02 percentage

point and thus very close to zero (so the sum of the net marginal costs over the 40 quarters is

approximately equal to the sum of the marginal costs, as in (4.9)). Again, the net marginal cost

of leaning against the wind is clearly positive, implying that leaning with the wind, not against, is

justified.
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8 Conclusions

The conclusions from this analysis are quite strong: For existing empirical estimates and reasonable

assumptions, the marginal cost of leaning against the wind is much higher than the marginal benefit.

Thus, leaning against the wind is not justified. If anything, a small leaning with the wind, in the

sense of a somewhat lower policy rate, is justified.

The main component of the marginal cost of leaning against the wind is the marginal cost of

increasing the crisis unemployment gap. Leaning against the wind increases both the non-crisis and

the crisis unemployment gaps. Even if the initial non-crisis unemployment gap is zero, in which case

the marginal cost of increasing the non-crisis unemployment gap is zero, the crisis unemployment

gap is not zero, and the marginal cost of increasing the crisis unemployment gap is positive.

The main component of the marginal benefit is the reduction in the expected cost of a crisis

due to a possibly lower probability of a crisis from a higher policy rate. For existing empirical

estimates and channels, this possible effect of the policy rate on the probability of a crisis is too

small to match the marginal cost of a higher policy rate.

The main empirical channel through which the policy rate might reduce the probability of a

crisis is via an effect on the growth rate of real debt. As discussed in section 1, this channel is

subject to several limitations in that it represents a reduced-form and correlation result, may not

be statistically significant, is likely to be small, and may be of either sign. Nevertheless, for the

sake of the argument, and in order to implicitly stack the cards in favor of leaning against the wind,

the channel is taken for granted in this paper.

Even so, if monetary policy is neutral in the long run, there is no effect on the cumulated real

debt growth over the longer run. A possible lower real debt growth rate and a lower probability of

a crisis for a few years is then followed by a higher growth rate and a higher probability of a crisis

in later years. The probability of a crisis is shifted between periods, but there is no effect on the

average and cumulated probability of a crisis over the longer run. Then neither is there any effect

on the average and cumulated marginal benefit over the longer run.

But even if monetary policy would be non-neutral and able to reduce the real debt level and

thereby the cumulated debt growth in the longer run, so the cumulated marginal benefit would be

positive in the longer run, empirically the marginal benefit is still too small to match the marginal

cost. For leaning against the wind to be justified, the effect of the policy rate on the probability of

a crisis must be so large as to be completely unrealistic.
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It is sometimes argued that leaning against the wind is justified if macroprudential policy is

less effective. But if macroprudential is less effective and this results in a crisis being more likely,

being deeper, or having a longer duration, the marginal cost of a crisis increases more than the

marginal benefit, making the case against leaning against the wind even stronger. Similarly, and

more generally, if the economy is in a credit boom that implies a higher probability or larger

magnitude of a crisis, again the case against leaning against the wind becomes stronger rather than

weaker.

The sensitivity analysis presented shows that the results are robust to a several alternative

assumptions, including using an alternative dataset of Laeven and Valencia (2012) with more recent

data and more countries than the benchmark Schularick and Taylor (2012) dataset.

Furthermore, some results for the unrealistic assumption of the loss in a crisis being fixed

and independent of the initial state of the economy are reported. Then, if the initial non-crisis

unemployment gap is zero, the marginal cost of leaning against the wind is zero, whereas the

marginal benefit is small but positive. Then some leaning against the wind is optimal. But, for

existing empirical estimates, the optimal leaning against the wind is extremely small and correspond

to only a few basis points higher policy rate and non-crisis unemployment gap (this is in line with

the results of Ajello, Laubach, Lopez-Salido, and Nakata (2015)). The net gain from leaning against

the wind is completely insignificant. This is the case even under the assumption of monetary non-

neutrality and a permanent effect on real debt and positive effect on cumulated marginal benefit.

Thus, even then any significant leaning of the wind is not justified.

A possible objection to the analysis in this paper is that “leaning against the wind” need not be

an unanticipated temporary increase in the policy rate as represented here but instead a different

policy regime, where the policy rate systematically responds to indicators of financial instability and

where this systematic response is incorporated into agents’ expectations and changes their behavior.

However, if leaning against the wind is a good and robust policy, it should be beneficial also when

it is done as a temporary increase in the policy rate, and the policy should pass the test conducted

in this paper. Indeed, if a new systematic policy of leaning against the wind would be introduced,

it would not be immediately credible but for several years rather correspond to a surprise increase

in the policy rate. Furthermore, any examination of a systematic policy of leaning against the wind

would require a complicated model and the results would be heavily model-dependent and not very

robust. A simple and minimalist approach as the one taken in this paper should be a much more

reliable and robust examination of the cost and benefit of leaning against the wind. Its simplicity
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also has the advantage that anyone can easily reproduced it with other assumptions and estimates

than the ones I have used, especially if new relevant empirical estimates would be found. Finally,

the substantial margin by which the cost of leaning against the wind exceeds the benefit in the

simple and robust cost-benefit analysis done here makes it rather unlikely that the outcome for a

systematic such policy would be much different.

In summary, no support for leaning against the wind is found, even under assumptions strongly

biased in favor of it. A minimal policy conclusion would be that no leaning against the wind should

be undertaken without support from a thorough cost-benefit analysis. Given the strong case found

against leaning against the wind, it seems that the burden of proof should be on its advocates. So

far, it seems extremely unlikely that such a cost-benefit analysis would lend any support to leaning

against the wind.

Another policy conclusion is that, when it comes to reducing the probability or magnitude of a

financial crisis, so far there seems to be no choice but to use other policies than monetary policy,

such as micro- and macroprudential policy, housing policy, or fiscal policy, depending on the nature

of the problem. For instance, results of Dagher, Dell’Ariccia, Laeven, Ratnovski, and Tong (2016,

figures 3 and 7) indicate that around 20 percent bank capital relative to risk-weighted assets would

have been enough to avoid about 80 percent of the historical banking crises in the OECD countries

since 1970; thus, sufficient capital may lead to a dramatic reduction in the probability of a crisis.
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employment, in Swedish),” Presentation at LO, Stockholm, June 19, 2013, Sveriges Riksbank,

available at www.lo.se.

49



Evans, Charles (2014), “Thoughts on Accommodative Monetary Policy, Inflation and Finan-

cial Instability,” Speech in Hong Kong, March 28, 2014, Federal Reserve Bank of Chicago,

www.chicagofed.org.

Filardo, Andrew, and Phurichai Rungcharoenkitkul (2016), “Quantitative Case for Leaning-

Against-the-Wind,” Working Paper, Bank for International Settlements.

Flodén, Martin (2014), “Did Household Debt Matter in the Great Recession?” Supplement to blog

post on Ekonomistas.se, Sveriges Riksbank, www.martinfloden.se.

Gelain, Paolo, Kevin J. Lansing, and Gisle J. Natvik (2015), “Leaning Against the Credit Cycle,”

Working Paper 04-2015, Norges Bank, www.norges-bank.no.

International Monetary Fund (2015), “Monetary Policy and Financial Stability,” Staff Report,

International Monetary Fund, www.imf.org.

Jorda, Oscar, Moritz Schularick, and Alan M. Taylor (2013), “When Credit Bites Back,” Journal

of Money, Credit and Banking 45 Supplement(2), 3–28.

Juselius, Mikael, Claudio Borio, Piti Disyatat, and Mathias Drehmann (2016), “Monetary Policy,

the Financial Cycle, and Ultra-Low Interest Rates,” BIS Working Paper No. 569, Bank for

International Settlements, www.bis.org.

Kocherlakota, Narayana (2014), “Monetary Policy and Financial Stability,” Presentation on March

21, 2014, at the 2014 International Research Forum on Monetary Policy, Federal Reserve Bank

of Minneapolis, www.minneapolisfed.org.

Korinek, Anton, and Alp Simsek (2016), “Liquidity Trap and Excessive Leverage,” American Eco-

nomic Review 106(3), 699–738.

Krishnamurthy, Arvind, and Tyler Muir (2016), “How Credit Cycles across a Financial Crises,”

Working Paper.

Laeven, Luc, and Fabián Valencia (2012), “Systemic Banking Crises Data: An Update,” Working

Paper WP/12/163, International Monetary Fund, www.imf.org.
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Appendix

A A Markov process for crisis and non-crisis states

Consider the situation when the probability of a crisis start is q and the duration of a crisis is n

quarters. We can model this as a Markov process with n + 1 states, where state 1 corresponds to

a non-crisis and state j for 2 ≤ j ≤ n+ 1 corresponds to a crisis in its (j − 1)th quarter.41

Let the (n+ 1)× (n+ 1) transition matrix be P = [Pij ], where Pij = Pr(j|i) is the probability

of a transition from state i in quarter t to state j in quarter t+ 1. The transition probabilities will

be zero except for P11 = 1− q, P12 = q, Pi,i+1 = 1 for 2 ≤ i ≤ n, and Pn+1,1 + 1. As an illustration,

for n = 3 the 4× 4 transition matrix is

P =


1− q q 0 0

0 0 1 0
0 0 0 1
1 0 0 0

 .
Let the row vector πt = (πti)

n+1
i=1 denote the probability distribution in quarter t, and let

π1 = (1, 0, ..., 0), corresponding to a non-crisis in quarter 1. Then the probability distribution in

quarter t ≥ 1, conditional on a non-crisis in quarter 1, is given by

πt = π1P
t,

and the probability of crisis in quarter t, pt, is given by

pt = 1− πt1 for t ≥ 1. (A.1)

Figure A.1 shows the result for the linear approximation (2.2) (as in figure 3.1) and the Markov

process (A.1), when q = 0.8 percent and n = 8 quarters. The probability of a crisis converges to

6.4 percent for the linear approximation and to 6.0 percent for the Markov process. The linear

approximation thus exaggerates the probability of a crisis somewhat.

The main advantage with the linear approximation (2.2), is that the effect of the policy rate on

the probability of a crisis is easy to calculate. Given the effect on the probability of a crisis start,

dqt/di1 for t ≥ 1, from figure 2.2, it simply satisfies

dpt

di1
=

n−1∑
τ=0

dqt

di1
. (A.2)

41 I am grateful for helpful discussion with Stefan Laséen and David Vestin on the Markov process of crisis and
non-crisis states.
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Figure A.1: The probability of a crisis in quarter by the linear approximation (2.2) and by the

Markov process (A.1) for q = 0.8 percent and n = 8 quarters.
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Figure A.2: The effect on the probability of a crisis for the linear approximation (A.2) and the

Markov process (A.3) (for q = 0.8 percent and n = 8 quarters) of a 1 percentage point higher policy

rate during quarters 1–4.
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For the Markov process, the calculation is a bit more complicated. Let Pt = [Pt,ij ] for t ≥ 1,

denote the transition matrix from states in quarter t to states in quarter t+1, where Pt−1,11 = 1−qt,

Pt−1,12 = qt and Pt−1,ij = Pij for (i, j) 6= (1, 1), (1, 2). Furthermore, we can write

πt = πt−1Pt−1 for t ≥ 2.

Then the effect of the policy rate on the probability distribution satisfies

dπt

di1
=
dπt−1

di1
Pt−1 + πt−1

dPt−1

di1
for t ≥ 2,

where dPt−1,11/di1 = − dqt/di1, dPt−1,12/di1 = dqt/di1, and dPt−1,ij/di1 = 0 for (i, j) 6= (1, 1), (1, 2).

Then
dpt

di1
= − dπt1

di1
for t ≥ 2. (A.3)

Figure A.2 shows the effect of a higher policy rate on the probability of a crisis, for the linear

approximation (A.2) (as in figure 2.2) and the Markov process (A.2). The linear approximation

exaggerates somewhat the effect on the probability of a crisis and thus the marginal benefit of

leaning against the wind.

B The logistic function

Consider the logistic function

q =
exp(a+ bg)

1 + exp(a+ bg)
=

1

1 + exp[− (a+ bg)]
, (B.1)

where q here is the annual probability of a crisis start, g is a the steady annual growth rate of real

debt and a and b are constants. In a logit regression of crises starts on current and lagged annual

growth rates of real debt, b corresponds to the sum of the coefficients on the lagged annual growth

rates.

The derivative of q with respect to g, the marginal effect of steady real debt growth on the

probability q, satisfies
dq

dg
= bq(1− q). (B.2)

The sum of coefficients in (2.6) is b = 9.698. Given the dq/dg = 0.30 reported by Schularick

and Taylor (2012), it follows from (B.2) that q = 0.032. (To be precise, the values used are

dq/dg = 0.3016 and q = 0.0321.) Given b and q, if g = 0.05 it follows from (B.1) that a = − 3.890.

Section 5.1 examines the case when g = 0.079. Then q = 0.0421, and dq/dg = 0.3914.
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C The simple loss function

Assume a quadratic loss function of inflation and unemployment,

L∗t (πt, ut) ≡ π2
t + λ(ut − ū)2, (C.1)

where πt denotes the gap between the inflation rate and and a fixed inflation target in quarter t,

and ut − ū is the gap between the unemployment rate ut in quarter t and the long-run sustainable

unemployment rate ū. Assume a simple Phillips curve,

πt = zt − γ(ut − ū), (C.2)

where the intercept, zt, is a stochastic process representing cost-push shocks that cause a tradeoff

between achieving an inflation rate equal to the inflation target and an unemployment rate equal

to the long-run sustainable rate. A positive (negative) zt implies that a zero inflation gap requires

a positive (negative) unemployment tap.

By combining (C.1) and (C.2), the loss function incorporating the Phillips curve can be written

L0
t [(ut − ū); zt] ≡ L∗t [zt − γ(ut − ū), ut] = [zt − γ(ut − ū)]2 + λ(ut − ū)2

= (γ2 + λ)(ut − ū)2 − 2γzt(ut − ū) + z2
t

= (γ2 + λ){(ut − ū)2 − 2[u∗(zt)− ū](ut − ū) + (1 + λ/γ2)[u∗(zt)− ū]2}

= (γ2 + λ){[ut − u∗(zt)]2 + (λ/γ2)[u∗(zt)− ū]2}, (C.3)

where

u∗(zt)− ū ≡
γzt

γ2 + λ
. (C.4)

It follows from (C.3) that u∗(zt), given by (C.4), is the unemployment rate that for given zt

minimizes the loss function (C.1) subject to the Phillips curve (C.2). Furthermore, it is clear that

choosing ut to minimize the simple quadratic loss function

Lt(ut;u
∗
t ) ≡ (ut − u∗t )2, (C.5)

where u∗t ≡ u∗(zt) is equivalent to choosing ut to minimize the loss function L0
t (ut; zt) incorporating

the Phillips curve. I call u∗t the benchmark unemployment rate.

A crisis is considered to be a negative demand shock that, given possible policy actions during

the crisis to reduce its costs, increases the unemployment rate by the fixed amount ∆u > 0. The

demand shock is assumed to be independent of the shock zt and thus independent of the benchmark

unemployment rate.
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D The effect of the policy rate on the crisis increase in the unem-

ployment rate

A possible benefit of a higher policy rate might be a smaller increase in the unemployment rate in

a crisis. According to Flodén (2014), for the OECD countries, a lower household debt-to-income

ratio in 2007 is associated with a lower increase in the unemployment rate during 2007-2012. More

precisely, a 1 percentage point lower debt-to-income ratio is associated with a 0.02 percentage point

lower increase in the unemployment rate. This is a small effect. It is statistically significant for

the sample of all OECD countries but not for the sample of OECD countries during which housing

prices fell.

Furthermore, Krishnamurthy and Muir (2016, table 4), with a dataset for 14 countries 1869–

2014, show that a 1 percentage point higher 3-year growth in the credit-to-GDP ratio is associated

with an (insignificant) 0.05 percentage point larger GDP decline from peak to trough in a financial

crisis. With an Okun coefficient of 2, a 0.05 percentage point decline in GDP is associated with a

0.025 percentage point rise in the unemployment rate, a small estimate similar to Flodén’s.

Finally, Jorda, Schularick, and Taylor (2013, table 8), with a dataset for 14 advanced countries

1870–2008, report the effect on the GDP downturn in a financial recession of a 1 percentage point

higher “excess credit.” Here, excess credit denotes the yearly percentage point excess rate of change

of aggregated bank loans relative to GDP in the preceding expansion phase (previous through to

peak, where excess is determined relative to the previous mean). The average effect on GDP over

5 years is −0.8 percentage point (the average of the coefficients in the table). Assuming an Okun

coefficient of 2, this means an average increase in the unemployment rate of 0.4 percentage point.

Post-WWII, the average duration of a financial recession was 9.46 years in the sample, and

the mean annual growth rate of bank loans to GDP was 3.26 percent (Jorda, Schularick, and

Taylor (2013, table 3)). Given this, 1 percentage point higher excess credit means an accumulated

9.55 percentage points higher bank loans to GDP ratio. This means that a 1 percentage point

higher bank loans to GDP ratio is associated with a 0.4/9.55 = 0.042 percentage point higher

unemployment rate. This is twice as large as the Flodén estimate but still very small.

If a higher policy rate would lower the debt-to-income ratio, a higher policy rate might through

this channel reduce the magnitude of a crisis, by reducing the crisis increase in the unemployment

rate, d∆u/di1 < 0. Taking such a possibility into account, the effect of the policy rate on the
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expected unemployment rate, (2.4), will by (2.3) have a third term.

dE1ut

di1
=
dE1u

n
t

di1
+ ∆u

dpt

di1
+ pt

d∆u

di1
. (D.1)

Furthermore, the effect of a higher policy rate on the expected quadratic loss, (4.2), will by

have an additional term,

dE1Lt

di1
= 2[E1ũ

n
t + pt∆u]

dE1u
n
t

di1
+ [(∆u)2 + 2∆uE1ũ

n
t ]
dpt

di1
+ 2pt[∆u+ E1ũ

n
t ]
d∆u

di1
.

This leads to an additional term in the marginal benefit, (4.5),

MBt ≡ [(∆u)2 + 2∆uE1ũ
n
t ](− dpt

di1
) + 2pt[∆u+ E1ũ

n
t ](− d∆u

di1
).

For (3.7), the marginal benefit is then given by

MBt ≡ (∆u)2(− dpt
di1

) + 2pt∆u(− d∆u

di1
). (D.2)

I wrote “if a higher policy rate would lower the debt-to-income ratio,” because, as discussed

in section 1, it his highly uncertain what the direction is of any effect of the policy rate on the

debt-to-income ratio.

As an example and benchmark, I nevertheless use the Sveriges Riksbank (2014a) estimate of

the effect on the Swedish household debt-to-income ratio of a 1 percentage point higher policy rate

during four quarters, the point estimate of which is shown as the red line in figure D.1. It shows

the debt-to-income ratio falling below baseline from a policy-rate increase. However, as discussed

in Svensson (2014, 2015), the 90-percent uncertainty band around the estimate is very wide, and

the estimate is not statistically significant and could be of the opposite sign. Nevertheless, for the

sake of the argument, I take it as given and examine the resulting effects.42

We see that the largest effect, a negative peak of −1.4 percentage points, occurs already after

4 quarters. Given the estimate of Flodén (2014), this would imply that the crisis increase in the

unemployment rate would be − d∆u/di1 = 0.02 · 1.4 = 0.28 percentage point lower, that is, the

crisis increase would be 4.72 percentage points rather than 5 percentage points. However, after

5 years, in quarter 20, the debt-to-income ratio is only 0.44 percentage point below the baseline,

42 Furthermore, the Riksbank’s point estimate of the policy-rate effect on the debt-to-income ratio in figure D.1 is
not consistent with the point estimate of the effect on real debt in figure 2.2 and the effect on the unemployment rate
in figure 2.1. With an Okun coefficient of about 2, the effect on GDP would be such that GDP would fall by about
1 percentage point in quarter 6, about the same as the fall in real debt in figure 2.2. This implies that the effect on
debt to income (assuming income varies ono-to-one with GDP) would be close to zero, not around minus 1.2 percent
as in figure D.1. Thus, the point estimate effect on the debt-to-income ratio appears unrealistically large.
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Figure D.1: The effect on the debt-to-income ratio and, via the effect on the crisis increase in

the unemployment rate, on the expected unemployment rate and the marginal benefit of leaning

against the wind; deviations from baseline. (Source: Flodén (2014), Schularick and Taylor (2012),

Sveriges Riksbank, and own calculations.)

meaning that the increase in the crisis unemployment rate would be − d∆u/di1 = 0.088 percentage

point less.43

Furthermore, to get the effect on the expected unemployment rate, the third term in (D.1), these

numbers should be multiplied by the probability pt of a crisis in quarter t, (3.12). This results in

very small effects, shown as the blue line in figure D.1. The largest effect is a negative peak in

quarter 9, when the probability of a crisis has increased to 6.4 percent. The peak is − 0.12 basis

points = − 0.0012 percentage point, which is only a tenth of the largest difference in figure 2.3,

which difference is already very small. Clearly, the effect through this channel on the expected

future unemployment rate can be disregarded.

In order to calculate the additional third term in the marginal benefit (D.2), we simply have

to multiply this third term in the expected unemployment term (D.1) by 2∆u = 10 percentage

points and switch the sign to get the green line in figure D.1. It thus has a positive peak at 0.012

percentage point for quarter 11, which is small relative to the peak of the marginal benefit in

figure 4.1.

Figure D.2 shows the effect on marginal benefit and net marginal cost of including the effect on

the crisis increase. It seems clear that the conclusions of this paper are not affected by disregarding

43 This is the summary results I have used in Svensson (2014, 2015).
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Figure D.2: The marginal cost, the marginal benefit, and the net marginal cost of leaning against

the wind, with the modification (dashed lines) from including the effect on the crisis increase

(Source: Flodén (2014), Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

this (doubtful) effect of the policy rate on the crisis increase in the unemployment rate.

D.1 The effect on the crisis increase in unemployment required to justify lean-

ing agains the wind

Nevertheless, one may ask how much the policy rate would have to reduce the crisis increase in

order to justify some leaning against the wind, that is, make the cumulated marginal benefit larger

than the cumulated marginal cost. It turns out the magnitude of the derivative has to be more

than 19 times larger than what follows from the Sveriges Riksbank (2014a) (not statistically signifi-

cant) point estimate of the policy-rate effect on the household DTI ratio and the (barely significant)

Flodén (2014) point estimate of the DTI-ratio effect on the crisis increase in the unemployment rate

for OECD countries. For instance, the Flodén (2014) estimate would have to be that 1 percentage

point higher DTI ratio would increase the unemployment rate by more than 0.38 percentage point

instead of 0.02 percentage point. This would imply more than 3.8 percentage points higher unem-

ployment increase for a 10 percentage points higher DTI ratio, more than 7.6 percentage points for

a 20 percentage points higher DTI ratio, and so on. These are not very plausible numbers.

Figure D.3 shows the marginal benefit and net marginal cost when when the DTI ratio effect

on the unemployment-rate increase is 19 times times the Flodén (2014) estimate, in which case the

cumulated marginal benefit equals the cumulated marginal cost and cumulated net marginal cost

is zero.
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Figure D.3: The marginal cost, the marginal benefit, and the net marginal cost of leaning against

the wind, with the modification (dashed lines) from including the effect on the crisis increase

(Source: Flodén (2014), Schularick and Taylor (2012), Sveriges Riksbank, and own calculations.)

E Kocherlakota on the value of eliminating the possibility of a

crisis

An early and innovative cost-benefit analysis of leaning against the wind is provided by Kocherlakota

(2014). He assesses the value of eliminating the probability of a crisis, in the sense of reducing the

probability of a crisis to zero. He assumes that the crisis increase in the unemployment rate is 4

percentage points, that the expectation in 2014 of the 2017 unemployment rate is equal to a natural

unemployment rate of 5 percent, and that a crisis would therefore imply that the unemployment

rate would reach 9 percent. As an estimate of the upper limit of the probability of a crisis, he then

uses the probability of the 2017 unemployment rate exceeding 9 percent that can be inferred from

the 2014Q1 Survey of Professional Forecasters. This probability is 0.29 percent. It is considered an

upper limit because the unemployment rate could exceed 9 percent for other reasons than a crisis.

We immediately notice that this probability is much smaller than the probability of crisis beyond

quarter 9 of 6.4 percent used here. Given Kocherlakota’s estimate, the expected loss increase of

a crisis is 0.0029 · 42 = 0.0464 = 0.222. That is, eliminating the possibility of a crisis is worth an

expected non-crisis unemployment gap from zero to only 0.22 percentage point.

With a crisis increase in the unemployment rate of 5 percentage points, as assumed in the

present paper, the expected loss from a crisis would be 0.0029 · 25 = 0.0725 = 0.272, in which case

it is worth an increase in the expected non-crisis unemployment gap from zero to 0.27 percentage

point.
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For the benchmark assumptions in the present paper, the steady-state probability of a crisis is

6.4 percent, so the expected loss equals 0.064 · 25 = 1.6 = 1.262 under the benchmark assumptions.

Thus, reducing the probability of a crisis from 6.4 percent to zero is under the benchmark assump-

tions worth an increase in the non-crisis unemployment gap from zero to 1.26 percentage points, a

substantial increase.

For the IMF staff estimates discussed in section 7, the steady-state probability of a crisis is 3.78

percent, implying that the expected loss due to the possibility of a crisis is 0.0378·25 = 0.945 =

0.972. Then eliminating the possibility of a crisis is worth an increase in the expected non-crisis

unemployment gap of 0.97 percentage points, still a substantial increase.

These numbers are much higher than the estimate in Kocherlakota (2014). The main difference

is that the estimates of a probability of a crisis that follow from Schularick and Taylor (2012) or

the IMF staff estimates, 6.4 and 3.8 percent, respectively, are much higher than the estimate from

Survey of Professional Forecasters, 0.29 percent. However, I am not sure that the forecasts in the

Survey of Professional Forecasters take the possibility of a crisis into account. If they don’t, they

can obviously not be used to infer the professional forecasters’ estimate of a probability of a crisis.

F The reduction of the probability of a crisis per expected non-

crisis unemployment gap increase for each quarter

Figure F.1 shows, for each future quarter, the reduction in the probability of a crisis per increase

in the expected non-crisis unemployment gap, the negative of the ratio (3.16), for the two datasets,

Schularick and Taylor (2012) and Laeven and Valencia (2012). The derivative dpt/di1 are given by

the green lines in figures 2.2 and 7.1, respectively. The derivative dE1u
n
t /di1 is given by the red line

in figure 2.1. Taking the average over quarters 12-24, as is done in section 3.4 for the Schularick and

Taylor (2012) case, clearly exaggerates the estimate of the magnitude of the average reduction of

the probability of a crisis per unemployment rate increase, something that exaggerates the benefit

and stacks the cards in favor of leaning against the wind.

G The case of a random crisis increase in the unemployment rate

In the benchmark case, the crisis increase in the unemployment rate is taken to be deterministic and

given by ∆u > 0 (and assumed to equal 5 percentage points in the benchmark case). Alternatively,

62



-4

-2

0

2

4

-4

-2

0

2

4

0 4 8 12 16 20 24 28 32 36 40
Quarter

 Schularick and Taylor (2012)

 Laeven and Valencia (2012)

Figure F.1: The percentage-point reduction in the probability of a crisis per percentage-point

increase in the expected non-crisis unemployment gap for the datasets of Schularick and Taylor

(2012) and Laeven and Valencia (2012).

the crisis increase in the unemployment rate could be a random variable ∆̃u with mean ∆u and

variance σ2
∆u. In that case, we have

E1(ũn
t + ∆̃u)2 = E1[E1ũ

n
t + ∆u+ (ũn

t − E1ũ
n
t ) + (∆̃u−∆u)]2 = (E1ũ

n
t + ∆u)2 + Var1ũ

n
t + σ2

∆u,

so the expected quarter-t loss satisfies

E1Lt = (1− pt)E1(ũn
t )2 + ptE1(ũn

t + ∆̃u)2 = (1− pt)E1(ũn
t )2 + pt[E1(ũn

t + ∆u)2 + σ2
∆u] + Var1ũ

n
t ,

where the covariance between the crisis increase in the unemployment rate and the non-crisis

unemployment rate is taken to be zero. Compared with (3.6), the additional term ptσ
2
∆u enters on

the right side. This will not affect the results.

H The debt-to-GDP term in Schularick and Taylor (2012, table 7,

specification 22)

Schularick and Taylor (2012, table 7, specification 22) contains a logit regression of the annual

probability of a crisis start, where the log of debt-to-GDP ratio is added as an explanatory variable.

The coefficient is 1.1 with a standard error of 0.624 and is significant at the 10 percent level. The

estimates of the coefficients of the lagged real debt growth rates and of the sum of these coefficients
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Figure H.1: The effect on the debt-to-income ratio and the separate effect on the probability of

a crisis start and of a crisis. (Source: Schularick and Taylor (2012), Sveriges Riksbank, and own

calculations.)

do not change much: the sum is 9.984 rather than 9.698. We can represent this variant as

qt =
1

4

exp(Xt + γht)

1 + exp(Xt + γht)
,

where qt is a quarterly probability, γ = 1.1 and ht is the log of the debt-to-GDP ratio. The

derivative of qt with respect to ht is

dqt
dht

=
1

4
γ4qt(1− 4qt) = γqt(1− 4qt).

With qt = 0.008 and γ = 1.1, dqt/dht = 1.1 · 0.008 · 0.968 = 0.0085. That is, 1 percentage point

lower debt-to-GDP ratio lowers the probability of a crisis start by 0.0085 percentage point.

Figure H.1 shows the Riksbank’s estimate of the effect of the policy rate on the debt to GDP

ratio (expressed in the percentage change) and the resulting separate effect on the probabilities

of a crisis start and of a crisis in each quarter. We see that the effect is very small. In figure

H.2, the dashed blue and green lines shows the total effect on the probability if a crisis start and

the probability of a crisis, when this additional effect via a lower debt-to-GDP ratio is taken into

account. We see that the total effect is only marginally larger than the effect via real debt growth

only.
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Figure H.2: The estimates of the policy-rate effect on the unemployment rate, real debt and the

debt-to-GDP ratio. (Source: Schularick and Taylor (2012), Sveriges Riksbank, and own calcula-

tions.)

I A constrained-optimal policy

What is the optimal policy for the intertemporal loss function (3.2)? We can simplify this question

a bit by just asking, given the relations presented in section 2 and 3, what is the optimal policy rate

i1 and the optimal non-crisis unemployment gap, ũt ≡ un
t − u∗t ? That is, if policy is constrained

to choose the same constant policy rate i1 for quarters 1–4 and to return the policy rate to its

baseline level after that, what level of the policy rate i1 is then optimal. Thus, we are considering

a particular constrained optimal policy, not an unconstrained policy.

This means that we are looking for the policy rate that sets the derivative of the intertemporal

loss function (3.2) equal to zero,
d

di1
E1

∑∞

t=0
δt−1Lt = 0. (I.1)

We can write (I.1) as

∑∞

t=0
δt−1NMCt =

∑∞

t=0
δt−1[MCt −MBt] = 0, (I.2)

and use that

E1ũ
n
t =

dE1u
n
t

di1
i1 for t ≥ 1 (I.3)

and where I have normalized the policy rate such that i1 = 0 for (3.7). That is, I assume that we

start from an equilibrium where (3.7) holds and consider deviating from that.
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We can write, by (4.4) and (4.5),

MCt = 2pt∆u
dE1u

n
t

di1
+ 2

dE1u
n
t

di1
E1ũ

n
t = 2pt∆u

dE1u
n
t

di1
+ 2(

dE1u
n
t

di1
)2 i1

≡ at + bti1,

MBt = (∆u)2(− dpt
di1

) + 2∆u (− dpt
di1

)E1ũ
n
t = (∆u)2(− dpt

di1
) + 2∆u (− dpt

di1
)
dE1u

n
t

di1
i1

≡ ct + eti;

this way defining the coefficients at, bt, ct, and et for t ≥ 1. Then we can write,

NMCt = (at − ct) + (bt − et)i1

≡ ft + gti1; (I.4)

this way defining the coefficients ft and gt for t ≥ 1.

By (I.2) and (I.4), we are thus looking for the i1 that solves∑∞

t=1
δt−1ft +

∑∞

t=1
δt−1gt i1 = 0,

that is,

i1 = −
∑∞

t=1
δt−1ft

/∑∞

t=1
δt−1gt .

Given that I only know the coefficients ft and gt for 1 ≤ t ≤ 40, I will approximate by just solving

for

i1 = −
∑40

t=1
δt−1ft

/∑40

t=1
δt−1gt .

It turns out that the constrained-optimal policy in this case, with the numbers above and a

quarterly discount factor of δ = 0.995 (an annual discount factor of 0.98), is i1 = − 0.83 percentage

point. That is, given the constraints specified above, the optimal policy is to reduce the policy rate

for quarters 1–4 below the baseline by about 0.8 percentage point and then let it return to the

baseline, as shown by the grey line in figure I.1.

The blue line show the corresponding discounted net marginal cost, δt−1NMCt for 1 ≤ t ≤ 40.

By (I.2), they sum to zero for 1 ≤ t ≤ 40. That is, the sum of the magnitude of the negative

discounted net marginal costs up to quarter 10 equals the sum of the positive discounted net

marginal costs from quarter 11.

The yellow and red lines show, respectively, the constrained-optimal (undiscounted) expected

unemployment rate taking the possibility of a crisis into account and expected non-crisis unem-

ployment rate; both are shown relative to the expected benchmark unemployment rate. We see
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Figure I.1: The constrained-optimal policy rate, discounted net marginal cost, expected non-crisis

unemployment gap, and expected unemployment gap. (Source: Schularick and Taylor (2012),

Sveriges Riksbank, and own calculations.)
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Figure I.2: The constrained-optimal policy rate, discounted net marginal cost, expected non-crisis

unemployment gap, and expected unemployment gap. (Source: IMF staff estimates, Sveriges

Riksbank, and own calculations.)
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that the expected unemployment rate including the possibility of a crisis is below the benchmark

unemployment rate up to quarter 10 and above the benchmark from quarter 11. Furthermore, the

expected non-crisis unemployment rate is below but approaches the benchmark unemployment rate

at quarter 40 and beyond, meaning that the expected unemployment rate taking into account the

possibility of a crisis approaches a level 0.32 percentage point above the benchmark unemployment

rate.

We may ask why the optimal policy is not to keep the expected unemployment rate including

the possibility of a equal to the benchmark far into the future rather than allowing it to exceed

the benchmark by a substantial margin. The reason is the sever constraint on policy here, that

we are only considering changes in the policy rate during quarters 1–4. By figure 2.1, which shows

the derivative dE1u
n
t /di1, this constraint implies that the derivative is so small for quarters far into

the future that it is not possible to affect the expected non-crisis unemployment rate far into the

future without affecting the expected non-crisis unemployment rate in the near future much more.

Policy is constrained to scaling the expected non-crisis unemployment rate in figure 2.1 by positive

or negative factors. Given this, the best policy is to scale it by i1 = − 0.83.

As a robustness test, assume that the policymaker would disregard the marginal cost and benefit

beyond quarter 24, when the marginal benefit turns negative. This can also be seen as assuming

some non-neutrality of monetary policy, such that there is a long-run effect on the real debt level.

Here it means solving for the optimal i1 when the discounted terms ft and gt are summed up to

quarter 24,

i1 = −
∑24

t=1
δt−1ft

/∑24

t=1
δt−1gt .

The constrained-optimal policy rate is then given by i1 = − 0.68, that is, it consists of lowering the

policy rate in quarters 1–4 by 0.68 percent, somewhat less than when the marginal cost and benefit

in all quarters up through quarter 40 are taken into account.

Figure I.2 shows the constrained-optimal policy for the IMF staff estimates for the Laeven and

Valencia (2012) dataset discussed in section 7. In this case the optimal i1 = − 0.51, that is, the

constrained-optimal policy is to lower the policy rate in quarters 1–4 by 0.51 percentage point,

somewhat less than for the Schularick and Taylor (2012) dataset. If the marginal benefit and cost

beyond quarter 24 is disregarded, the constrained-optimal policy is to lower the policy rate in

quarters 1–4 by somewhat less, 0.40 percentage point.

In summary, regardless of whether or not the marginal cost and benefit of beyond quarter 24

are taken into account, and regardless of whether the datasets of Schularick and Taylor (2012) or
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Figure J.1: For a fixed loss in a crisis, the effect on the expected unemployment gap and its

component of a 1 percentage point higher policy rate during quarters 1–4, when the expected

unemployment gap is zero.

Laeven and Valencia (2012) are used, the constrained-optimal policy is to lower the policy rate in

quarters 1–4 and thus lean with the wind, not against.

J The alternative assumption of a fixed loss level in a crisis

This appendix further examines the unrealistic case of a fixed loss in a crisis, discussed in section 3.4.

Under that assumption, the expected crisis unemployment gap equals ∆u,

E1ũ
c
t = ∆u,

regardless of the expected non-crisis unemployment gap,

The expected unemployment gap is then given by

E1ũt = (1− pt)E1ũ
n
t + pt∆u (J.1)

and the effect of the policy rate is

dE1ũt

di1
= (1− pt)

dE1ũ
n
t

di1
+ (∆u− E1ũ

n
t )
dpt

di1
. (J.2)

Figure J.1 shows the effect on the expected non-crisis unemployment gap (dE1ũ
n
t /di1, the

red solid line), the expected unemployment gap for an exogenous probability of a crisis ((1 −

pt)dE1ũ
n
t /di1, the red dashed line), and the expected unemployment gap (dE1ũt/di1, the blue line).

69



The green line shows the difference between the last two, that is, the difference due to the effect

on the probability of a crisis, when the expected non-crisis unemployment gap is zero (∆udpt/di1,

measured along the right in basis points). The difference is the same as in figure 2.3 and thus

equally small.

The quarter-t the net marginal cost of leaning against the wind, is then

NMCt ≡
dE1Lt

di1
= (1− pt)2E1ũ

n
t

dE1u
n
t

di1
− [(∆u)2 − E1(ũn

t )2](− dpt
di1

)

≡ MCt −MBt,

where the marginal cost and marginal benefit of leaning against the wind satisfy

MCt ≡ 2(1− pt)E1ũ
n
t

dE1u
n
t

di1
, (J.3)

MBt ≡ [(∆u)2 − E1(ũn
t )2](− dpt

di1
). (J.4)

Furthermore, for (3.7),

MCt = 0, (J.5)

MBt = (∆u)2(− dpt
di1

). (J.6)

That is, if the expected non-crisis unemployment gap is zero, the marginal cost is now zero, not

positive as in (4.6), whereas at the marginal benefit is the same as in (4.7) and positive if the

probability of a crisis is decreasing in the policy rate.

We also note that the loss increase in a crisis, the term in the squared bracket in (J.4), is

decreasing in (E1ũ
n
t )2. It is at its maximum when the expected non-crisis unemployment gap is

zero and becomes negative when the expected non-crisis unemployment gap exceeds ∆u, E1ũ
n
t >

E1ũ
c
t = ∆u. Of course, in the (unlikely) situation in which the expected non-crisis unemployment

gap is greater than the expected crisis unemployment gap, it is better to be in a crisis (under the

maintained assumption that the conditional variance of the crisis unemployment gap is not larger

than that of the non-crisis unemployment gap).

Figure J.2 shows the marginal cost, marginal benefit, and net marginal cost of leaning against

the wind, when the expected non-crisis unemployment gap is zero and the loss in a crisis is fixed.

Because the marginal cost is zero, the net marginal cost is simply the negative of the marginal

benefit and thus negative for quarters 1–23 and positive for quarter 24 and beyond. Because of

the neutrality of monetary policy, the cumulated marginal benefit and net marginal cost over a
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Figure J.2: For a fixed loss in a crisis, the marginal cost, the marginal benefit, and the net marginal

cost of leaning against the wind, when the expected non-crisis unemployment gap is zero.

long horizon are approximately zero. However, because the marginal benefit is positive earlier and

negative later, the sum of the discounted marginal benefits would be positive, whereas the sum of

the discounted marginal costs would be zero. Then a small amount of leaning against the wind

would be optimal.

If the expected non-crisis unemployment gap is not zero but positive, by (J.3) the marginal

cost of leaning against the wind is no longer zero but positive. In figure J.3, the dashed lines

show the marginal cost, marginal benefit, and net marginal cost when the expected non-crisis

unemployment gap is 0.25 percentage point for all quarters. The solid lines show the same, when

the expected non-crisis unemployment gap is zero for all quarters. There is a substantial increase

in the marginal cost but no noticeable change in the marginal benefit (because in (J.4) the term

(E1ũ
n
t )2 = 0.252 = 0.0625 is so small relative to the term (∆u)2 = 25). Clearly, sum of discounted

net marginal costs is positive. This shows that a small positive expected unemployment gap removes

any justification for leaning against the wind, also in the case when the loss in a crisis is fixed. We

realize that this would be the case also if the expected non-crisis unemployment gap would be 0.25

percentage point just for the first 12 quarters (or even for the first 8 quarters) and then zero after.

This indicates that any optimal leaning against the wind is very small, definitely much smaller

than that resulting in an expected non-crisis unemployment gap of 0.25 percentage point. Let me

examine the optimal leaning against the wind further.
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Figure J.3: For a fixed loss in a crisis, the marginal cost, the marginal benefit, and the net marginal

cost of leaning against the wind, when the expected non-crisis unemployment gap is positive and

equal to 0.25 percentage point for all quarters.

J.1 The (constrained-)optimal leaning against the wind

What is the optimal policy? We can simplify this question a bit by just asking, given the above

relations, what is the optimal policy rate i1 and the optimal non-crisis unemployment gap, ũt ≡

un
t − u∗t ? That is, if policy is constrained to choosing the same constant policy rate i1 for quarters

1–4 and return the policy rate to its baseline level after that, what level of the policy rate i1 is then

optimal. Thus, as in appendix I, we are considering a particular constrained optimal policy, not an

unconstrained policy.

Proceeding as in appendix I, by (J.3) and (J.4) we have

MCt = 2(1− pt)E1ũ
n
t

dE1u
n
t

di1
= 2(1− pt)(

dE1u
n
t

di1
)2i1

≡ fti1 (J.7)

MBt = [(∆u)2 − E1(ũn
t )2](− dpt

di1
) = (∆u)2(− dpt

di1
) + (

dE1u
n
t

di1
)2dpt

di1
(i1)2

= gt + ht(i1)2. (J.8)

Given these definitions of ft, gt, and ht for t ≥ 1, we have

NMCt = fti1 − gt − ht(i1)2.
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We are thus looking for a solution to the quadratic equation

40∑
t=1

δt−1NMCt =
40∑
t=1

δt−1[−ht(i1)2 + fti1 − gt] = A(i1)2 + 2Bi1 + C = 0,

where

A ≡
40∑
t=1

− δt−1ht, B ≡ 1

2

40∑
t=1

δt−1ft, C ≡
40∑
t=1

− δt−1gt. (J.9)

It follows that the optimal i1 will be given by one of the two solutions,

i1 = − B
A
±

√
B2

A2
− C

A
. (J.10)

J.2 Stacking the cards further in favor of leaning against the wind

Before solving for the optimal policy, let me stack the cards further in favor of leaning against the

wind. Suppose the policymaker only considers a horizon of 24 quarters. That is, the policymaker

disregards the negative marginal benefit beyond quarter 24 in figure J.2. Then the discounted

marginal benefit is positive while the discounted marginal cost is zero when the expected unem-

ployment gap is zero, and some leaning will be optimal.

Thus, suppose the policy maker solves for the optimal constant quarter 1–4 policy rate i1, taking

only quarters 1–24 into account. This means solving for the optimal i1 when sums in (J.9) run

from 1 to 24 instead of from 1 to 40. Then A and B will be positive and C will be negative. The

relevant solution in (J.10) is the one with a plus before the square root. The solution is shown in

figure J.4, for an annual discount factor of 0.98.

It is striking how small the optimal leaning is, with a policy-rate increase of only 0.11 percentage

point (the grey line). The expected non-crisis unemployment gap (the red line) is only about 0.05

percentage point at its maximum (in quarter 6), thus, very close to zero. The maximum reduction

in the probability of a crisis is only 0.025 percentage point (in quarter 18), a small reduction

compared to the steady-state probability of a crisis of 6.4 percent. This optimal leaning of the

wind only reduces the expected intertemporal loss is only reduced by 0.07 percent of its baseline

value. This is in spite of my having stacked the cards in favor of leaning against the wind, by

assuming a fixed loss in a crisis so the marginal cost of leaning is zero at an initial zero expected

non-crisis unemployment gap, and by restricting the horizon to 24 quarters so as to maximize the

cumulated marginal benefit by disregarding the negative marginal benefit beyond that horizon.

Figure J.5 shows more detail, not only the discounted net marginal cost but also the discounted

marginal cost and marginal benefit. The sum of net marginal cost from quarter 1 to quarter 24 is
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Figure J.4: For a fixed loss in a crisis and a horizon of 24 quarters, the optimal policy rate and the

corresponding discounted net marginal cost, expected non-crisis unemployment gap (all left axis),

and expected unemployment gap (right axis)

zero. The net marginal cost is composed mainly of the marginal cost up to quarter 12 and of the

negative of the marginal benefit from quarter 12 to quarter 24.

Clearly, the main message is that, even if the cards are stacked in favor of leaning against

the wind, the optimal leaning against the wind and the reduction in the intertemporal loss is

insignificant, and the obvious policy conclusion is that even then, leaning against the wind is not

justified and worth bothering about.

J.3 The “quarterly-optimal” expected non-crisis unemployment gap

We can illustrate how small the optimal leaning against the wind is in a different way. Consider

the quarter-t marginal cost with respect to an increase in the expected non-crisis unemployment

gap (rather than with respect to an increase in the policy rate, therefore the subindex u),

MCut = 2(1− pt)E1ũ
n
t ,

and the corresponding marginal benefit from an increase in the non-crisis unemployment gap,

MBut = [(∆u)2 − E1(ũn
t )2](− dpt

dE1un
t

).

Here
dpt

dE1un
t

≡ dpt/di1

dE1un
t /di1
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Figure J.5: For a fixed loss in a crisis and a horizon of 24 quarters, the optimal policy rate and the

corresponding discounted net marginal cost, marginal cost, and marginal benefit

denotes the decrease in the probability of a crisis in quarter t associated with an increase in the

expected quarter-t unemployment gap. We can think of this as a measure of the tradeoff between

a higher expected non-crisis unemployment rate and a lower probability of a crisis, the marginal

transformation of a higher expected unemployment rate into a lower probability of a crisis.

Let the quarterly-optimal expected non-crisis unemployment gap be the unemployment gap that

equalizes the quarter-t marginal cost and benefit, that is, the expected non-crisis unemployment gap

that is optimal when quarter t is considered in isolation. This is the solution to this second-order

equation,

2(1− pt)E1ũ
n
t = [(∆u)2 − E1(ũn

t )2](− dpt
dE1un

t

).

However, the term E1(ũn
t )2 will be very small relative to (∆u)2 and can be disregarded. (Because

this means slightly increasing the marginal benefit, it will slightly increase, and therefore be an

upper bound of, the quarterly-optimal expected non-crisis unemployment gap.) Then the quarterly-

optimal expected non-crisis unemployment gap is given by

E1ũ
n
t =

(∆u)2

2(1− pt)
(− dpt

dE1un
t

). (J.11)

Figure J.6 shows for each quarter 1 ≤ t ≤ 40 the reduction in the probability of a crisis per in-

crease in the expected non-crisis unemployment gap and the quarterly-optimal expected non-crisis

unemployment gap. We see that the most favorable probability-unemployment tradeoff occurs for

quarter 20, and equals a probability reduction of 1.6 percentage points for an 1 percentage point
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Figure J.6: The reduction in the probability of a crisis per increase in the expected non-crisis

unemployment gap and, for a fixed loss in a crisis, the quarterly-optimal expected non-crisis un-

employment gap

expected non-crisis unemployment increase. That is, the probability of a crisis falls by 0.016 for an

increase of 1 percentage point in the expected non-crisis unemployment gap. Given this, together

with ∆u = 5 percentage points and p20 = 6.4 percent, the quarterly-optimal expected non-crisis un-

employment gap in (J.11) equals a small 0.22 percentage point for the quarter when it is the largest.

Again, it is striking how small the maximum quarterly expected non-crisis unemployment gap is.

(Because 0.222 ≈ 0.05 is a small fraction of (∆u)2 = 25, the above approximation is justified.)

K Comments on Box IV.B, “Analytical case for a ‘leaning against

the wind‘ monetary policy,” in Bank for International Settle-

ment (2016), 86th Annual Report

Bank for International Settlements (2016, Box IV.B, pp. 76–77) attempts to provide an analytical

case for leaning against the wind and implicitly and explicitly provides some criticism of my paper.

The main criticism seems to be that my paper (1) relies on credit growth rather than a “financial

cycle” as a predictor of crisis, (2) assumes that the magnitude of a crisis is exogenous and indepen-

dent of the policy rate, and (3) just discusses a one-off policy-rate increase instead of a systematic

and optimal policy of leaning against the wind. Furthermore, as suggested in Juselius, Borio, Disy-

atat, and Drehmann (2016, p. 3), such a policy-rate increase would (4) involve “[r]esponding to
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financial stability risks only when they become evident would inevitably lead to doing too little too

late, as it would ignore the cumulative impact of policy over the whole financial cycle.”

Regarding (1), I use real credit growth only because the results of Schularick and Taylor (2012)

and those from a dataset used in International Monetary Fund (2015) provide empirical support

for real credit growth being related to the probability of a crisis. But there is no principle difference

between using credit growth and a “financial cycle.” The crucial issue is what is the best predictor

of future crises and what the impact of the policy rate on that predictor is. This is an empirical

issue. Given any empirical estimates of the impact of a financial cycle on the probability of a crisis

and the impact of the policy rate on the financial cycle, my analysis can easily be redone using

those.

Regarding (2), a possible endogenous magnitude of the crisis is not disregarded in my paper but

is actually examined in appendix D. Empirically, the impact of the policy rate on the magnitude

is too small to affect the results.

Regarding (3), my sections 3.3 and 3.4 actually examine optimal policy, not a one-off policy

tightening. The result is that, for the empirical estimates used, the optimal policy involves a small

amount of leaning with the wind, not against. (However, the optimal amount of leaning with the

wind and the reduction in loss is quantitatively so small that it is not worth bothering about.)

In particular, Box IV.B refers to Filardo and Rungcharoenkitkul (2016) providing a quantitative

case for leaning against the wind. However, as discussed in Svensson (2016), that paper seems to

get other results than mine not because it relies on an assumption of a financial cycle but because

it assumes a different loss function, namely that the cost of a crisis (the loss increase when a crisis

occurs) is constant and independent of the state of the economy, in contrast to my arguably more

realistic assumption that the cost of a crisis is higher if initially the economy is weaker. With a

similar loss function as mine it seems that the paper would get similar results as mine.

Regarding (4), that the policy-rate increase that I consider would imply responding too late

and would ignore the cumulative impact of the policy, on the contrary, in the main text I actually

do indeed examine the cumulative effect of the policy-rate increase on the probability of crisis (in

the main text) and the magnitude of a crisis (in appendix D) over a horizon as long as 10 years.

As seen in figure 4.1, the main benefit of the policy-rate increase occurs between quarters 12–24, a

substantial lag that is obviously taken into account in the analysis.
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K.1 Detailed comments

Below this appendix quotes the text of Box IV.B in in full (with original footnotes, references,

and figure) and adds my comments. Numbers in brackets, referring to my comments, have been

inserted.

Box IV.B Analytical case for a “leaning against the wind” monetary policy

A growing body of research is employing numerical simulations to evaluate the benefits
and costs of monetary policy leaning against the build-up of financial imbalances. The
various approaches assess the benefits of leaning in terms of a reduction in the likelihood
of a crisis, and in its magnitude; and they assess the costs in terms of lower output or
higher unemployment in the leaning phase.1 The results are critically sensitive to three
sets of factors: (i) the process driving the evolution of the likelihood of a crisis and
its magnitude; (ii) the impact of a tighter monetary policy during the boom on the
likelihood of a crisis and its magnitude; and (iii) how a policy easing affects output
during the bust. This box discusses the sensitivity of cost-benefit assessments to the
modelling approaches.

[1] A small point about the box’s footnote 1: The Phillips curve used in my appendix C to derive

an indirect loss function in terms of unemployment includes cost-push shocks, so a possible tradeoff

between stabilizing inflation and stabilizing unemployment is actually taken into account.

Clearly, as long as monetary policy cannot completely undo the costs of a crisis
by “cleaning up” afterwards (ie point (iii) above) and it can reduce its probability or
magnitude (ie point (ii) above), then leaning would produce some benefits. Intuitively,
it would then pay to sacrifice at the margin a bit of output today to avoid possible
future output losses. Thus, ignoring the potential role of other tools (eg prudential
measures) and broader considerations, the question concerning optimal policies is less
about whether to lean than about how much.[2]

[2] The intuition is that a possible beneficial impact on the probability or magnitude of financial

crises would justify at least some marginal leaning against the wind, compared to a starting point

of an optimal policy that treats the probability and magnitude as exogenous. But that starting

point may, if optimal for exogenous positive probability and magnitude of a crisis, involve some

initial leaning with the wind, as insurance against the positive probability of a negative shock from

a future financial crisis. Thus, the question, emphasized in my section 3.3, is whether the possible

impact of monetary policy on the probability or magnitude of crises is sufficiently large so as to

justify a leaning against the wind that dominates over the initial leaning with the wind. In my

paper, for the empirical estimates used, this is not the case.

1 Deviations of inflation from target may also be included. But since these studies do not consider the possibility
of negative supply side shocks, there is no trade-off between stabilising output and inflation.[1]
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Whether or not the optimal policy with exogenous probability and magnitude of crises involves

any leaning with or against the wind depends on whether the exogenous probability of crises is

zero or positive. If the probability is zero, no leaning (zero leaning) is optimal. If the probability

is positive, some leaning with the wind (“negative” leaning) is optimal.

Some studies find that the net benefits of leaning are small or - in the case of a one-off
policy tightening at some stage in the boom[3] - even negative.2 Certain assumptions
underpinning the calibration contribute to this conclusion, including the assumption
that there is no permanent loss in output (Chapter V).[4] But a key assumption involves
the evolution of the likelihood of a crisis and its magnitude. Some models assume both
that the magnitude of a crisis is independent of the size of the financial boom ahead of
distress[5] and that the crisis risk is not expected to grow over time[6]. For instance,
the typical variable used to track the evolution of the likelihood of a crisis is credit
growth, which itself is naturally mean-reverting.[7] These assumptions effectively imply
that there is little or no cost to delaying to lean. And they encourage consideration
of counterfactual experiments in which the authorities simply deviate temporarily from
their policy rule to influence the variable of interest, here credit growth, with a short
horizon.[8]

[3] My sections 3.3 and 3.4 actually examine optimal policy, not a one-off policy tightening, and

finds that, for the empirical estimates used, the optimal policy involves a small amount of leaning

with the wind, not against. (However, the optimal amount of leaning with the wind and the

reduction in loss is quantitatively so small that it is not worth bothering about.) Appendix I

examines optimal policy, when the policy rate is constrained to be constant for four quarters. The

constrained optimal policy is a lower, not higher, policy rate, corresponding to some leaning with

the wind rather than against.

[4] My paper uses the unemployment increase in a crisis as a measure of the magnitude of a

crisis. The cumulative present value of (quadratic) loss increase may be large but will be finite. A

permanent increase in the unemployment rate is less plausible, but with a positive discount rate,

the present value of the loss would still be finite. The crisis increase in the unemployment rate,

∆u, should be interpreted as the unemployment-increase equivalent of the negative shock that is

associated with a crisis, net of any mitigating policy response following the crisis. Using an output

fall as a measure of the magnitude of a crisis, in particular if it is assumed to be permanent,

introduces tricky issues of the determination of productivity, in particular whether a financial crisis

would have a permanent effect on productivity. With a positive discount rate, a permanent output

2 See eg L Svensson, ”Cost-benefit analysis of leaning against the wind: are costs larger also with less effective
macroprudential policy?”, IMF Working Papers, no WP/16/3, January 2016; and A Ajello, T Laubach, D Lopez-
Salido and T Nakata, Financial stability and optimal interest-rate policy”, Board of Governors of the Federal Reserve
System, mimeo, February 2015.
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fall would also have a finite present value.

[5] A possible endogenous magnitude of the crisis is not disregarded in my paper but is examined

in appendix D. Empirically, the impact of the policy rate on the magnitude is too small to affect

the results.

[6] The probability of a crisis is allowed to vary over time in my paper and nothing prevents it from

growing over time, depending on the empirical estimates. However, for the empirical estimates

used, a higher probability of a crisis increases the cost of leaning more than the benefit.

[7] The “financial cycle” discussed in Box IV.b would seem to be approximately stationary and

hence mean-reverting in expectation, as indicated in Graph IV.B. Importantly, there would seem

to be no principle difference between credit growth and the “financial cycle,” especially when the

scales of the two variables are standardized to their standard deviations so as not give a misleading

visual impression in the graph. The crucial issue, again, is which empirically is the best predictor

of crises.

[8] If policy is optimal (at least optimal under discretion), a necessary condition for optimality

is that any deviation from the policy, temporary or of longer duration, should not reduce the

intertemporal loss, in line with the standard “calculus of variation” in optimisation theory. There

is thus no problem with examining the marginal intertemporal loss from temporary deviations from

a zero-leaning policy. If the marginal cost of a temporary tightening exceeds the marginal benefit,

it is clear that optimal policy does not involve tightening but easing.

But the dynamics underlying crisis risks may be different. Credit growth has been
found to be a good leading indicator,3 although by no means the only one. Other indi-
cators put more emphasis on the gradual build-up of vulnerabilities; these are captured
by the cumulative increases in debt stocks and, relatedly, in cumulative deviations of
asset prices, especially property prices, from historical norms. In particular, cumulative
deviations of the ratio of private sector credit to GDP or debt service ratios from such
norms have been found to be especially important (see Box III.A and references therein).
The idea of the financial cycle generalises these dynamics: it reflects prolonged credit
and asset price booms followed by busts, with banking stress typically taking place close
to the peak of the cycle.[9] The contrast with the evolution of credit growth is obvious
(Graph IV.B). The persistent nature of the stock variables highlights the importance of
understanding crisis dynamics, and economic fluctuations more generally, through the
lens of the cumulative process of the financial cycle.[10]

[9] An assumption that crises would only occur at the peak of a financial cycle, employed in Filardo

and Rungcharoenkitkul (2016), is likely to be too restrictive and to be rejected by the data.

3 M Schularick and A Taylor, ”Credit booms gone bust: monetary policy, leverage cycles, and financial crises,
1870-2008”, American Economic Review, vol 102, no 2, 2012, pp. 1029–61.
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[10] There is no principle difference between credit growth as a predictor of financial crises and a “fi-

nancial cycle” combining several predictors. There is no principle difference between credit growth,

debt to GDP, or debt service to GDP. The crucial issue is, first, which indicator or combination

of indicators is the best predictor of crises in the sense of having an impact on the probability or

magnitude of crises and, second, what the impact the policy rate has on these indicators and hence,

indirectly, on the probability and magnitude of a crisis. This is an empirical issue. The method I

develop in my paper allows for any combination of indicators having an empirical impact on the

probability or magnitude of crisis and any empirical impact of the policy rate on these indicators.

Indeed, appendix H incorporates the possible impact of debt to GDP on the probability of crises

according to Schularick and Taylor (2012, table 7, specification 22) and appendix D examines the

possible impact of debt to income on the magnitude of crises according to Flodén (2014). The con-

clusion is that, for these empirical estimates, the impact of the policy rate through these channels

on the probability and magnitude of crises is too small to matter for the results.

The policy implications are significant. If the evolution of financial stability risks is
more akin to the financial cycle view, then failing to lean has a cost. In the absence of
any action, the risks increase over time, and so do the costs if larger imbalances lead to
larger busts.[11] This puts a premium on early action and on a through-the-cycle, long-
term perspective. Recent work has formalised this intuition.4 By calibrating a model
to a stylised financial cycle, the benefits from leaning can increase considerably relative
to those found in other approaches: it pays to lean early and systematically.[12] This

4 A Filardo and P Rungcharoenkitkul, “Quantitative case for leaning against the wind”, BIS, mimeo, 2016.
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evidence is consistent with that based on a more granular financial cycle calibration
(Box IV.C).

[11] It follows from the previous comments that there are no different policy implications and that

it does not follow that marginal cost and benefit are any different. It is all an empirical issue about

estimates about costs and benefits of leaning against the wind, no different in principle from the

issues discussed in my paper.

[12] As shown in some detail in my discussion of Filardo and Rungcharoenkitkul (2016), Svensson

(2016), the reason their paper gets different results from mine does not depend on a “financial cycle

view” but on an assumption that the cost of a crisis (the loss increase in crisis) is constant, regardless

of the initial state of the economy. In contrast, my paper assumes, arguably more realistically, that

the cost of a crisis is higher if the economy initially is weaker and the unemployment rate initially

is higher. Their assumption about the loss function is similar to that of Ajello, Laubach, Lopez-

Salido, and Nakata (2015), which explains why they get a similar result as that paper, namely that

a small amount of leaning is optimal. If they instead would assume the same loss function as I use

in my paper, they would most likely get the same result as I get.

Obviously, the analysis here is a partial one and leaves out many considerations.
These include credit growth associated with financial deepening and innovation; aspects
of the uncertainty about the state of the economy and its behaviour; and the effectiveness
of alternative instruments, notably prudential policies. In addition, it abstracts from
the general equilibrium effects, especially important in small open economies, through
which monetary policy can have an impact on exchange rates and capital flows and
complicate a leaning strategy (see the main text). Nevertheless, the analysis sheds light
on the importance of properly characterising crisis risks over time when assessing the
costs and benefits of leaning against financial booms and busts. It thus sharpens the
questions that need to be addressed both analytically and empirically.
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